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1. INTRODUCTION

BBN's ARPA project 1n Knowledge Representation for Natural Language
Understanding 1s aimed at developing techniques for rendering computer-based
assistance to a decision maker who 1s attempting to understand and react to a
complex, evolving system or situation. The decision maker's access to the situation is
mediated by an intelligent graphics display system. which 1s controlled largely through

natural language input. A typical and motivating instance 1s that of a military

commander 1n a command and control context, either of strategic situation assessment

[y

or of tactical crisis management. In such situations. the commander requires a °

*e?

2

flexible and easily controllable system capable of manipulating large amount of data

".'.

and. most importantly. of presenting information 1n a variety of forms suited to the )
=
N
user's expressed or inferable needs and capacities. Q':'
L \
I\.\
. \
NG

A display system of the kind envisaged would have the capacity to present

information 1n tabular. graphical, textual. and perhaps cartographic forms. The user

-5 L]
S d
o ae
v v e

B
\ .

of such a system must be able to monitor. add. change and delete information and,

o &
A e

independently, to create and alter the various representational forms. Moreover, for

oV,

the system to be truly flexible and adaptive. 1t must maintain models of the domain :
(situation) being represented. of the representational svstems at its disposal, and of
the user’'s conceptions of these domains. situations. and systems of representation. .
For this last purpose. the system must also be able to construct models of 1its

interactions with the user.

On the basis of these different kinds and sources of information, the system @

»

R
[ N )

<,

e

“ .
.'
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- LU
::::. must produce intelligible and appropriate displays 1n response to high-level _
\ descriptions and commands. That 1s. the commander can usually be expected to -~
:;: request a presentation of certain aspects of the situation or system being monitored L
o -
:E: In terms appropriate to the domain itself and not in terms of display forms. Even :':' :
S when the request. explicit or implicit, 1s expressed i1n terms of display forms, the -,
:’:‘ specification will typicallv be at a level of abstraction appropriate to the commander's =
:: purpose - not to those of & graphics system designer or programmer. The system .

Y 7

must be able to accept a description of the information to be represented together

.
€, s
+a

with an abstract specification of a display—type and then it must intelligently ',

A0
s7e0 0"
LRI N

determine the detaills required actually to produce an effective display. Finally, given

; information about the user s knowledge of the situation being monitored and his g
~__ particular concerns with respect to it, the system must. 1n some cases. be able to "y
’ infer what kind of displav a user might want to see. produce 1t and monitor the user’'s :;:
- response to its initiatives o
. -
’ The crucial requirements for a medium of communication with such a system are ;:"_
-:. robustness. flexibility. the ability to express specifications while abstracting from -
[~ detalls of various kinds. and the ability to express conceptuahzations of both the E:
::; presented domain and the modes of display 1n ways that match a user's .
‘o ~
f:: conceptualization. By far the most natural form of access to and control over such & &
’ svstem for most users will be through the use of natural language nput. Hence, a ~
:3 major focus of our research has been the design of a system powerful enough to E: :
.::’ represent the content of natural language utterances together with facts about the $:
" user's beliefs and goals as these are communicated in the user's interactions with the =
": system. Such a representational formalism must also express, in usable form, ,'.:-
u "
2 N
- %
> R
°

.\ g
=
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). Ao

o

a information about the domain or situation being monitored and the nature of the A
i

display system 1itself.

e
o

"
Knowledge Representation :*\:

s e
G4 LA,
S The development of knowledge representation tools 1s a major accomplishment of N~
R

u our research group. We have extended and revised the KL-ONE knowledge /‘,
e
’ representation system to a new system KL-TWO ' It Incorporates s
PSS

_'.' 1. A taxonomic knowledge representation system of the KL-ONE variety called :'.:-:'.
- NIKL (for a new implementation of KL-ONE). a cleaner and more efficient -
version of our earhier KL-ONE (see BBN Report No. 5421) .

re

;_t'.:_ 2. A propositional reasoning system called PENNI based on RUP. a TMS origins’ :::\-
designed bv McAllester [1] and reimplemented in INTERLISP (see BBN Rep RN

.. No. 5421} -
L el
- 3 An interface between these two systems. K
- E

L4

v
v

Mo
- KL-TWO represents our first implementation of a hybrid system. that 1s, a system _.;-..
TN
i built from several components, each of which provides an expressive, natural
~e
KOS
representation, and & special-purpose reasoning engine for efficient control of S
- inference. each reasoner 1s then interfaced to the others. Hvbrid systems include ::-::'_-
constructs that allow a user to capture important intuitions about the structure of a tat
.
3 domain and also offer the user more control over the reasoning process than ::.-','.
o previousiy possibie. In KL-TWO. we have joined a reasoner for taxonomic hierarchies f‘::'\-
\'. ':'_".
N of knowledge with one for propositional logic Our recent experience in designing and e
o
—~ implementing an interface between these two reasoners 1s reported in S
~ "
[ ..
e
«-:'."_
. .
N
£ \
In o previous report we used the term NIKL to refer to the new version of KL-ONE and to '_“
the whole system that interfaces assertions with the new KL-ONE implementation. KL-TWO is IO
o the current name for the whole system. Ny
[N .‘}-._
3 '..;.:‘;
: '-.)"'
) [ ]
O
. - .' \l.
oy D
> N
'.‘l\‘:
K °
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w7
Our experience with NIKL over the past year has led us to develop a N

_ programming envircnment for working with NIKL taxonomies. This environment makes 1t :
"-\ possible to build. edit. and install new and changed hierarchies and makes use of _-
-: several Interlisp debugging features for NIKL. The programming environment. developed ‘. '
‘-; by D. Stallard. 1s reported on in section . -
\ Explorations in Planning = !
:£‘ Planning has become a focus of our research efforts largely through our natural ::'_;

) language research on discourse (see the discussion below) where 1t 1s necessary to -
' come to an understanding of the speaker’'s plans and to develop a plan for responding z
- to the speaker s intentions. We have recently begun to formalize some research on .
." planning for use 1n our group. The paper 1n section by A. Haas presents a theory of ‘-
- planning 1nvolving time and agents that we believe will solve some of the problems that
‘- have himited the plans a planner can design. ‘:::
o Natural Language Understanding =
‘- Our natural language research has made several significant advances. We have
Rl S
_E. extended the RUS and PSI-KLONE svstem to include tools to aid users in adding lexical ’
;_) information without knowledge of the implementation (see BBN Report No. 5421) and in ~
'. adding semantic rules (see Section 1n this report) An important aspect of lexical -‘
E::: acquisition 1s the changes to the lexicon we have made for subcategorization of verbs. -
.. BBN Report No. 5684 presents an explanation of subcategorization of verbs that a
motivated the restructuring of the dictionary. Finally. we have continued to develop ""
jf:: the RUS parsing system (see BBN Report No. 5188) and to make a version of RUS that g
'}‘5:' 1s transportable for a variety of decision—support systems (see BBN Report No. 5421). .‘:.':‘
‘9 -
6‘ rP..'
s )
o &
CaN]

T s

“»
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Since language understanding also requires understanding what the meaning of a
utterance tells the hearer about the world. we have explored several issues 1In
discourse understanding. Building on earher work 1n recogmtion of speaker's
intentions (see Chapter 5.1 in [2]). we have implemented a plan parser for recognizing
speaker s plans and explored its relation to other discourse behavior. This work 1s
reported 1n this volume 1nd) We have explored the general requirements on building

& natural language svstem with graphics (see Report No 5242).

Understanding descriptions plavs a significant part in discourse and natural
language as a whole. and we have 1nvestigated it 1n two ways. a general framework for
understanding the first use of descriptions 1n discourse (see Report No. 5421, Sec. 9).
and a theory. and implementation of (extensional) referential descriptions to objects in
the hearer s view (See Report No 5421, Section 10. and 1in this volume). We hope to

extend the general framework for descriptions in future research.

The theory and implementation of extensional reference encompasses a model of
reference that differs significantly from previous approaches. In this theory. =a
reference process doesn't simplv succeed or fail Rather the process takes into

account wavs the speaker may have miscommunicated about the object of interest, and

1t relaxes aspects of the description until a referent 1s found. By wviewing
communication between speaker and hearer as a process that may include description
errors. Goodman has taxonomized many kinds of miscommunication in discourse other
than those i1nvolving reference (see the forthcoming BBN Report No. 5681). We expect

to expand our research in miscommunication and discourse to include a model of some

of these discourse errors.
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F-mall_v research bv Haas (see Section 6 in BBN Report No 5421) has provided us
with some additional tools for reasoning about behef While behef 1s a part of
knowledge representation research 1n general. 1t 1s particularly valuable for our
discourse research because we must model t-e beliefs that speakers and hearers have

about each other

The last section of this report contains a list of papers published this year.
papers to appear and presentations during the contract vear October 1, 1983 to

September 30. 1984

W BV N -.-{-..-.-'n<<l*-'~|‘ *, "-'

.

gLl

’

-
.‘.

[

"

P

s

A4
LI

.

e




Yoo e

’

RN

Report No 5694 Bolt Beranek and Newman Inc

s
-‘_-.'_'
,( u..
~ REFERENCES Y
R
e
- [1] McAllester. D. A _’\.r
- An Qutlook on Truth Maintenance -
o Al Memo 551. Massachusetts Institute of Technology. Artificial Intelligence -,

Laboratory. August, 1980.

ﬁ [2] Sidner. C.L.. Bates. M.. Bobrow, RJ.. Brachman. R.J.. Cohen, P.R., Israel, D..
- Schmolze J.. Webber. B.L and Woods. W.A.

Research in Anowledge Representation for Natural Language Understanding.
< 4Annual Report 1 Seplember 1980 — 3 August 1981.
BBN Report No 4785, Bolt Beranek and Newman Inc.. Cambridge. MA. 1981.

~
[N
o~
-
1_‘3
b
9,
? J
- .t_n\ :
. ol 4
. :,5.0\
“ o
x)

.
I.

o
s
LA
d L3

Dy Ny

o

o
.
.

.

4 o,

AN
v 4’ B

-

R
A Id

L g
v
-
'
o

LI T
n

l"'i' Lo
Te a"v v
- y V’- 5
A }l’i‘ s
.r'. -

.
£

&

Py
R
VLl
[ S S I
7

L 1

.

e '
P
[

L4

g
Ty
N e e
‘-",‘r‘n

L s

'n’/
.
»

-1
(4

-
»

P ol
L4
LA
]

|
'Y

"\'5 .\
n.’-.’n"",’r
“! ’l‘ * 1} ‘.l

¥,©,
.,
)
- € e

! -
1@

eSS

LN N N

.

¢

i

l'-.
%y

2 -._-.{.-._ " '.- -'.v. - -f -'.- » 'f'f -‘..-' * AT -y, v -.._\( ‘f ¢ . -!. U ._‘-'.. .. Q..‘\.".) ."'\...‘\) et _~-‘. ..’-. ._(-‘..-\._'...\ -

s
[ »,
]

.



&
1T N T 2 OO S SIRCA: b IO B e CREOUA T ¢ AL P B V- AT IR R AR e I~ C A L
m :
i A
3 kY
3 :
.. 4
L, @
b et
3 o '
b, z
3 v
) ]
. Q.
. U
¥ =
9
p.
_..
1~
ﬁ'l
b
-
2
P
- .
P,
P,
1 ©
8
ﬁ.
-,
s
"-.
e’
¥ 3]

n 3
W —_ :
-
7
vl m --
\ 5
..._ w ’
v_ 4 -
¥ o 3
P g "
X X
o -~ "
3 @ g
i g .
p h
2 m

. .

" Hm. Ex|
X m .m
¥ g
~,- ‘.
A k
‘ ~ m
x ;
.. .....JS-.J. ﬂ.\\.-.!.\q L 7 I Y TR Je e n Ta o :
w »#.hr 7, ...r\,.\.\ -nrx ' ..r.....\... SN ..\u. ‘ .._ Tn.\ A :




D Report No. 5694 Bolt Beranek and Newman Inc.
A}
R -
- 2. KL-TWO, A HYBIRD KNOWLEDGE REPRESENTATION SYSTEM
. Marc Vilain
. 2.1 Introduction
E This paper is concerned with how separate knowledge representation systems can
be combined so as to provide a more usable system. The paper focuses on one such
:' svstem. the KL-TWO system KL-TWO contains two components that complement each
other one. called NIKL 1s used to define the meanings of predicates. and the other.
.
N
!;:f called PENNI. 1s used to assert propositions about the world. This paper outlines
- features of NIKL and PENNI. and shows how they are interfaced.
< 2.2 Hybrid Reasoners
W
A
Knowledge representation systems are required to provide seemingly
. contradictory features A good knowledge representation system should prowvide
- representational generality. | should be able to use 1t to represent any information
:‘: my programs need. The system shouid have a well-defined semantics, so that [ can be
q sure that my statements capture the meanings | intended. Finally. the system should
"
* be computationally efficient: it has to be relatively fast so that my programs that use
o it can accomphish honest work.
~
S
:‘ There are several well-established approaches to knowledge representation that
attempt to provide some of these features. Full theorem provers for first—order
k languages certainly provide generality and precise semantics, but at the expense of

computational efficiency. Frame-based systems are more efficient, but they give up
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precise semantics and generality There are other examples, but generally knowledge
representation systems give up one or another of the features I listed above 1n favor
of one or more of the others Is 1t really true. then. that these features are

incompatible”

A recent trend to reconcile these features i1s to build knowledge representation
svstems as hvbrid reasoners. In this approach. the system i1s composed of several
cooperating reasoners Each of the reasoners is intended to work on some part of the
knowledge representation task. each provides an inference procedure for some
restricted sublanguage The language of the svstem as & whole 1s thus the unmion of
the sublanguages Given sublanguages with well-defined semantics and efficient
reasoners for these sublanguages. the designer of a hybrid system must interface
these subcomponents so that their interaction fullv exploits the capacities of each
individual reasoner. If this can be done. then the system as a whole can be expected

to provide the efficiency and precise semantics inherent 1n 1ts subcomponents. as well

. -

as a greater generalitv than each component coulvd provide~-hy itself

Several recent knowledge representation efforts have followed this approach. or
one very similar. among them are CAKE [13] and KRYPTON [5]. This paper describes
another hybrid svstem which my colleagues and | have been developing recently. Our

system 1s called KL-TWO

10
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2.3 KL-TWO at a Glance
! KL-TWO 1s so nawed 1n deference to the earlier knowledge representation system ..-;_..-
.. PN o
~
. KL-ONE [1. 2. 14. 3]. Our work on KL-TWO 1s a natural outgrowth of the earher :-f‘.f
v ".-.'-.

L research. the new svstem embodies many of the i1deas that motivated KL-ONE. The .
/| principal notion that was inherited i1n this wav 1s the distinction drawn by KL-ONE ﬁ_ug-
- - '\ -
W PN
> between terminological reasoning and assertional reasoning [14. 4] -‘:
" oo
‘\.:‘ :v."

) Terminological reasoning 1s reasomng about the terms (or more precisely. the ____.
e N
;‘_ predicates) used to describe the world The terminological component of KL-ONE {-:‘_\
- LAY
-
provided ways to define and interrelate predicates. For example. 1n KL-ONE [ could ._\'t:
=a "L
{’ encode such things as. °
s T
NG
o~ "a PARENT 1s a PERSON with one or more OFFSPRING’ :,-*:
-:.‘ “a FATHER 1s something which 1s both a PARENT and a MAN" ‘:-;
oo RERL
._"._".
These are assertions about the nature of the predicates PARENT and FATHER their "
o
‘ meaning 1s being defined 1n terms of the predicates PERSON, OFFSPRING. and MAN. The E_’::‘_.
SN
. first assertion. for example. makes the PARENT predicate into a structured predicate, a -:.:
' AN
B complex predicate that corresponds to the expression “PERSON with one or more RSy
n OFFSPRING” One way to view terminological reasoning 1s as a process of making the . L
. Nt
inferences that follow from terminological assertions. For instance. it follows from my -‘_.;
=3
two assertions above. that the meaning of the FATHER predicate encompasses the '-::-_‘
Vo
meaning of the PERSON predicate In other words. anvthing which can be described as ®
. c."b:'
e a FATHER can be described as a PERSON \-*_
- -..q.
RN
RS
Iy ;.:.\
- The domain of terminological reasoning 1s the set of structured predicates used P
~ to describe the world. In terminological reasoning, no assertion i1s made about the e
AY
v'__.
' 11
"i-f
r\~
;\.'
L\‘
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actual existence of individuals that satisfy these predicates. such propositions are
the domain of assertional reasoning It 1s 1n the assertional component of KL-ONE

that 1 would have stated propositions about the world. For example:

“John 1s a MAN"
"John has an OFFSPRING Mary”

The propositions in the assertional component can be seen as applying the structured

predicates of the terminological component to 1ndividuals in the world

KL-TWO maintains this terminological,assertional distinction. Like its
predecessor, KL-TWO has two components. one for reasoning &about Structured
predicates (the S-component). and one for reasoning about Propositions (the

P-component). The first 1s embodied 1n a program called NIKL. and the second in a

program called PENNI. KL-TWO's hybrid nature arises from the fact that NIKL and

PENNI are entirelv distinct subsystems. each with 1ts own sublanguage and deduction

algorithm. The two subsystems cooperate to complement each others capacnxes.2

The rest of this document describes KL-TWO's subsystems. | will cover some of

the features of the P-component and of the S—component. and show how the two are

oy 3

interfaced.

@M,

PN N
2 4
.

) a ',
s, -"-J' ‘. g

2Note that these are only the first two components of the system that have been
interfaced. We wiil soon odd o temporal reasoner similar to the one in [18]. Other
components are planned as well.

Nl
s
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. Lhe
v
e
o 0y
SN 2.4 The P-component ,;ﬁ
ﬁ PENNI. the P-component of KL-TWO 1s a modified version of a program written by
- _ * »
~
David McAllester of MIT. His program 1s the Reasoning Utility Package —-- RUP for :'-;.
o )
i-- short {10. 11]. The features of the P—component | will describe in this section are ;
- originally features of RUP. K ]
A S
b At the heart of the P-component 1s a database of propositions. The language of ‘;‘
- ".\.
this database 1s the quantifier—free predicate calculus with equality. This language is .
H‘: defined as containing: ::}:
- .
' 1 Expressions of the form (P x), (Q x y).... as in (MAN John) or (OFFSPRING o
o John Mary). - .
rs :
2. Expressions of the form (= x y). as in (= (grade Bill) B+). ﬁ.’_
- .\.‘
\j 3 Boolean combinations of (1) and (2). as 1n ::":
e t=> (FATHER John) (PERSON John)). e
' This language doesn't contain any quantifiers. I will say more about this below. .;
'l
%
s £~:.
Y The database permits incremental assertions and retractions. and is built as a :-
truth maintenance system (or TMS). The P-component's database qualifies as a TMS in <
! part because it always records how 1t arrives at a conclusion. More precisely, when ‘_-.'
- ):.
an assertion 1s added to the database. it causes a limited number of deductions to be :_
. DAY
o,
'} made in a forward-chaining way. As each deduction 1s made. the 1nference algorithm L
—~ maintams an explicit record of the antecedents that were used 1n the deduction step. .
For example sav the database contains the proposition (=> P Q). Adding the b
e
i proposition P causes Q to be deduced. further. the consequent of this inference. k*
W [l
i namely Q. 1s explicitly supported by pointers to its antecedents. P and (=> P Q). @
N
. 4
: 13 o
-'\1‘
'_;: ,."h
! L]
= e
Tl ;‘-:.
N o
s :"_\
A%
MNP N '-r.'-"".,’ BT S LR WAy . . "y . ‘;-".r" A N I AACEOPCN 7 -"'."--"-."'-."-."-."-.‘s‘- AN \"\' > ".': oy \:"
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These explicit records serve to provide the P-component with several important
features that are characteristic of truth maintenance systems. These include the
ability to justifv a deduction byv returning the exact set of user—asserted propositions
that entail it. the abihity to retract efficiently the logical consequences of a
proposition when that proposition 1s itself retracted. and the ability to perform fast
dependency-directed backtracking These features are extraordinarily useful.
eloquent arguments for them have been made by McAllester [10, 11], Doyle [7], and

others

I mentioned above that the language of the P-component does not include
quantification The decision not to include quantifiers was made by McAllester when
he designed RUP. and follows from his view of logical reasoning as having two aspects:
deduction and instantiation. Deduction 1s the process of deriving the consequences of
a set of propositions. whereas 1nstantiation i1s the process of applying quantified
sentences to produce new propositions. The approach embodied by RUP (and hence by
3

our P-component) 1s to focus on providing a good efficient mechanism for deduction,

and to remain uncommitted as to how to perform instantiation.

The choice of how to instantiate quantified sentences is left up to the user.
This 1s facilitated by providing “"hooks” into the database that allow the user to

augment the language of the P—component. The hooks are realized by the mechanism

3RUF’: forward-chaining deduction algorithm is very efficient. It is incomplete, however:
it fails to perform certain inferences, roughly those that require case analysis. RUP does
provide another deduction algorithm which extends the first one to produce a complete proof
procedure.

14
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»
‘ of demon 1nvocation. RUP provides several varieties of IF-ADDED and IF-NEEDED
. demons The version of RUP used in KL-TWO contains McAllester's demon 1nvocation ___.!i‘
° --‘4
mechanisms. However. much of what 1s interesting about KL-TWO 1s that the system RN
. N
'f;; can provide a class of quantified inferences efficiently and automatically. without :':-:'_':
) DA
- requiring the use of demons. These inferences are performed by KL-TWO's second "
o "
. subreasoner. the S-component of the system. ::}:.;:
YO
- PR
- , T
2.5 The S—-Component S
o~
z,j- I mentioned earhier that NIKL. the S—-component of KL-TWO, has as its domain the
predicates used to form propositions 1n the P-component. The language of the S-
o
E component allows one to state how these predicates are interrelated. and allows one
.- to define new structured predicates 1n terms of other predicates. In this section I will
(S :
r -
- only discuss a subset of the S—component language, the full language 1s covered in

o [12. 15]
|

There are two types of S~component expressions of interest to this paper, 1-

[
a
‘-‘c

place predicates and 2—place predicates. These have traditionally been referred to as

Concepts and Roles respectively. 1 will use these two terms frequently. The S-

oy
component language provides constructors that combine predicates to produce new

)

E-. structured predicates | will describe three of these constructors. CMeet, CMin. and

o~ CRestriction.* All three combine Concepts or Roles to produce new Concepts.

N s

. 40ut of context this choice of constructors may seem arbitrory. [1, 15, 8] show how they

:-.; con be used to capture many of the intuitions of semantic nets.

™~

15
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o
The simplest of these constructors i1s CMeet. CMeet i1s used to combine several )
1-place predicates {say n of them) to produce the 1-place predicate that corresponds -
to the conjunction of the original n predicates. CMeet has the following definition.
.:.\
]
(CMeet C1 C2 . Cn) = Ax. (C1 x) & (C2 x) & (Cn x) <
For example. I can use CMeet to define the predicate FATHER as the predicate which i1s B
O
true of those things for which both the PARENT and MAN predicates are true. R
FATHER = (CMeet PARENT MAN) 1‘
= A x (PARENT x) & (MAN x) b
This can be glossed as "a FATHER is something which i1s both a PARENT and a MAN". “:-:-
o
Ny
Viewing lambda-expressions as predicates mav seem unintuitive at first  These 8l
lambda-expressions are to be understood as complex structured predicates that are
~
transformable 1nto (open! sentences bv predicate application 5 This allows giving "‘
definitions such as the preceding one a more familiar reading. in this case x
)
\dx (FATHER x» =~ ((PARENT x) & (MAN x)) <
o
2
The two other constructors | mentioned. CMin and CRestriction. combine Roles
and Concepts to produce new Concepts,6 "{
(CMINn Rm= Ax. Any (Rxy) .
(CRestriction R C)= Ax. ¥y ((Rx y) => (C ¥)) al
o]
a3
5See [15] for o more detailed exposition of this point. .
- -
;!‘. 6ln these definitions R is o Role, C is a Concept and m is an integer. The expression
-Y'::‘, n y (R x y) is a numerical quantifier: the expression is an abbreviation for .
:-:}: y; - ¥, (Rxy;) & ... & (Rxy)), where the y, are distinct. '
e
e 16
Lo £
' @. )
] -
“:‘Q.::
N o
“l-’b. ’.:-‘
SAS
4 !

I |
h.‘ A_{L.L. s.‘ -~ _\ AN .'h
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The expression (CMin R n) denotes the Concept (1.e.. the 1-place predicate) which
holds true of those things which are R-related to at least n other things. The
Concept corresponding to (CRestriction R () 1s true of those things which are onlyv

R-related to things which are "C-ish” (1.e.. for which the C predicate holds).

These constructors are best illustrated with so. e examples. [ can define PARENT

in terms of PERSON te Concept) and OFFSPRING (a Role) with CMeet and CMin.

PARENT = (CMeet PERSON (CMin OFFSPRING 1))
’ = A x (PERSON x) & 3y (OFFSPRING x y)

Again. there 1s a more familiar reading for this defimition
\/ x (PARENT x) <=> (PERSON x) & 3y (OFFSPRING x v)

This can be glossed as "a PARENT 1s a PERSON with at least one OFFSPRING".

I can define MAN 1n terms of PERSON (a Concept). GENDER (a Role). and MALE (a

Concept)

MAN 2 (CMeet PERSON (CRestriction GENDER MALE))
= Xx (PERSON x) & ¥y ((GENDER x y) => (MALE y))

This has the familhiar reading

¥ x (MAN x) <=> ((PERSON x) &
Y v ((GENDER x y) => (MALE y)))

The gloss for this 1s "a MAN 1s a PERSON all of whose GENDERs are MALE".

2.6 Classification in the S—component

The S-component organizes predicates in a taxonomy This taxonomy 1is

established on the basis of definitions given with the various S-component
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constructors. For example. the taxonomv corresponding to my definmitions of MAN.

PARENT. and FATHER can be visualized as in Figure 1

o
GEN
g Y e

TN

FIG. 1 A TAXONOMY OF PREDICATES

In the graphical notation of Figure 1. ellipses correspond to Concepts. and circled
boxes correspond to Roles The double-arrows denote subsumption. which 1s the basic
taxonemic relation between predicates The nature of subsumption 1s defined
semantically A predicate P 1s subsumed by & predicate Q if the meaning of P. as
defined using the S-component constructors, includes {or entails} the meaning of
Q For example. the FATHER predicate | defined above 1s subsumed by the PARENT
predicate. since bv my definition the meaning of FATHER includes (or entails) the

meaning of PARENT.

The subsumption relation between two predicates P and Q can also be understood

as a universallv quantified sentence If P 1s subsumed by Q. then
¥x (P x)=> (Q x)

In the case of the FATHER predicate, we can read the fact that it 1s subsumed by the

PARENT predicate as
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W x (FATHER x) => (PARENT x)

Predicate definitions are stored in the taxonomy by invoking a function called the
classifier [9. 16] The classifier 1s given the definition of a predicate P. and
determines all of the subsumption relations between P and other predicates in the
taxonomy Determining these relations effectively installs the new predicate 1n the
taxonomy For example. when | defined FATHER as (CMeet PARENT MAN). the classifier
determined the subsumption between FATHER and 1ts subsumers PARENT and MAN. An
important feature of the classifier 1s that 1t recognizes when a new predicate
definition 1s i1dentical to a definition given earlier to some other predicate. In this
case. the classifier "merges” the new definition with the earlier one. essentially, 1t
discards the new definition and returns the predicate associated with the original
defimition. For example. say | had defined FATHER as above and [ now tried to classify
some new predicate [IS/ADAD to which [ had given the definition (CMeet PARENT MAN).
The classifier would recognize that the defimition of IS,’A/DAD 1s identical to that of

FATHER. discard the new definition. and return FATHER instead.

This notion of "merging' 1s significant in that it allows one to view the classifier
as performing a recognition task. Given a predicate definition. the classifier can
recognize whether that definition has already been used in specifving the meaning of a
predicate. This ability to do recognition is a crucial part of how the S—component of

KL-TWO provides quantification for the P-component.
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2.7 Interfacing the P-component and S—component

The P-component of KL-TWO contains propositions. and the S—-component of KL-
TWO contains predicate definitions As | mentioned -earlier, these definitions
correspond to universally quantified sentences To understand the interface between
the two components. it 1is helpful to view the S-component as encoding these
sentences. Given this, the job of the interface 1s to decide which of the S—component
sentences should be instantiated in the P-component, thereby producing new P-

component propositions.

The approach taken to do this starts with the observation that propositions in
the database are nothing more than the application of predicates to individuals. The
database can thus be organized by associating with each individual / 1n the database
the collection of predicates that have been apphed to /. These groupings of
predications serve as the locus of the interface between the P-component and the S-
component. the task performed by the Interface 1s to combine the predications
applied to any individual / in a way that can be recognized by the S—éomponent, The
S-component then fetches the one quantified sentence most applicable 1n this
situation. and the interface instantiates this sentence in the P-component. This in

turn produces new predications of /.

How 1s this "predicate combination” and "quantified sentence fetch” performed?
The predicate combination 1s done by abstracting from the predications of / a
structured predicate that corresponds to the conjunction of the predications. This

structured predicate can be given a definition witk the S-component constructors
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{CMeet. CMin. and others). The quantified sentence fetch 1s performed by invoking the

S—component classifier on this definition.

The interface 1s best 1llustrated with an example. First, assume that the S-
component contains the definitions of the predicates PARENT, MAN, and FATHER that I
gave earlier —-— these definitions correspond to the taxonomy of Figure 1. Next, let's

sav that | asserted in the P-component the following predications of the individual

John

(PERSON John)
(OFFSPRING John Mary)

The interface groups together these predications of John and abstracts them into the

structured predicate
A x. ((PERSON x) & 3y (OFFSPRING x y))

This abstraction is valid because applving the structured predicate to John yields
((PERSON John) & 3y (OFFSPRING John v 1

This expression 1s true by wvirtue of the predications 1 had asserted earlier. The
interface encodes the abstract structured predicate wusing the S-component

constructors CMeet and CMin, producing an expression that corresponds to the

structured predicate
{CMeet PERSON (CMin OFFSPRING 1))

With the construction of this expression the interface has completed the "predicate

combination” step.

The interface now starts the "quantified sentence fetch” step by invoking the S-
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component classifier on the expression it has just constructed. The classifier
attempts to recognize the relation between the predicate encoded by the expression
and other predicates in the S-component taxonomy. In this case the recognition task
1s straightforward. since the predicate expression being classified exactly matches the
definition of & predicate in the taxonomy, the predicate PARENT The classifier
performs this match. and 1n so doing 1t has essentially retrieved from the taxonomy

the definition

PARENT = Ax. (PERSON x) & d v (OFFSPRING x y)
The 1nterface reads this definition as the quantified sentence

NI x (PARENT x) <=> (PERSON x) & 3y (OFFSPRING x y)
This completes the "quantified sentence fetch”. At this point all that 1s left for the
interface to do 1s to instantiate the sentence 1t fetched 1n the P-component. It does
this by asserting

(PERSON John) & (OFFSPRING John Mary) => (PARENT John)

From this the P-component will deduce (PARENT John).

2.8 Further Discussion

In the preceding section | covered some of the key 1deas of the interface
between the two components of KL-TWO. There are other significant aspects of the
interface which I will only mention here briefly For one. the "predicate composition”
and "'quantified sentence fetch” processes can be made incremental and very efficient.
This 1n turn permits the interface to be run using a tight forward-chaining control
structure. Briefly, whenever a new predication is asserted of an individual /, the

“composition” and “sentence fetch” operations are immediately performed on the set of
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- predications of /. Since the operations are efficient. and since the inferences they
‘ perform are generally useful. the system incurs lhittle overhead from using this control

structure (see [19] for more details).

Additionally. the S-component can be used in answering queries to the P-

- component. For example, if (MAN John) were asserted 1n the P~component, then the
" S-component predicate defimtions I gave earlhier could be used to answer the query
.f “1s (PERSON John) true” (again. see [19] for details)

3

~ Before closing 1 would like to compare KL-TWO with another KL-ONE descendant.

*::; the KRYPTON system. KL-TWO and KRYPTON have several similarities. the principal one
) being that both are hybrid systems that contain a terminological component and an
: assertional component (in KRYPTON these are called the Tbox and Abox respectively).
‘ The two terminological components are roughly comparable. but the assertional

ﬁ components are substantially different —— the KRYPTON Abox 1s a full first order

theorem prover. This difference in the nature of the two assertional components 1is
reflected 1n how they're interfaced to their respective terminological components. The
KRYPTON Abox 1s a theorem prover and hence doesn't require being supplemented by
< the Tbox to provide the system as a whole with quantification. Instead. in KRYPTON
the Tbox 1s used simply for its ability to define the meanings of predicates. This 1s
enforced bv having the Tbox augment the unification algorithm of the Abox theorem

prover [6].
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N ~ 2.9 The First Step

“

N 3

o The current KL-TWO syst2m 1s a first step towards prowviding a general efficient .1
'.\'.\

_-':}-: knowledge representation svstem. KL-TWO has good facilities for propositional K

- .
R deduction and for a class of quantified reasoning. Other kinds of reasoning (including B
\ much of the quantified reasoning that could be provided by a theorem prover) can not -\-
‘.:.\ W
';","_ be performed bv the various KL-TWO subcomponents These forms of reasoning can

::-‘_:‘, onlv be captured at present by using hooks into the svstem. 1n particular demons. Y
{ ¢ This restriction 1sn't necessarilv a fatal shortcoming KL-TWO 1isn't intended to
e D
\ provide the generalitv of a full first order language. This would require a full first f_ff
NN
:-'} order theorem prover. and much as these programs have improved recently [17]. they -
‘é:: are still prone to computational inefficiency. -
=8 =
.- KL-TWO focuses instead on providing an 1ntegrated collection of useful -
'-"": P
( ; representation facilities that are well-motivated semantically and have efficient *i
e hed
SRR inference algorithms. [ have already mentioned that for KL-TWO. the S—component and
CARN
.:‘_-* Ay
D P-component are just a beginning. The svstem was designed so that it could be '{t'.‘
.'__..‘.: h
WA extended gracefully. myv colleagues and 1 are investigating at this time a number of
.J »
NNy possible extensions As our nvestigations mature and as we understand how to ":
:::'.5:" perform other forms of reasoning. we can incorporate new components into KL-TWO, ..
':ﬁ thereby extending the system's generality and its usefulness to Al research. ;::'
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3. THE NIKL PROGRAMMING ENVIRONMENT

David Stallard

3.1 Introduction

There are two principles that can be observed from the history of attempts to
make computers useful for programming. The first principle 1s the 1mportance of &
formalism in which to express oneself. while the second 1s the i1nadequacy of that
formalism alone for getting day to dav work done It 1s this inadequacy which forces
us to make the distinction between a languasge and a medium 1n which we use the
language Thus 1n the beginming of the computer field FORTRAN was developed as &
high-ievel formahsm for the representation of algorithms. Later 1t was found that this
was not sufficient 1n itself. and such tools es editors and debugging facihities were
developed. in time these came to be seen as necessary. and 1ndeed as kevs to

reasonable levels of productivity.

We have found this paradigm to applv equally well 1n the case of Al languages for
knowledge representation Here the "programming problem” 1s building a taxonomic
lattice of descriptions instead of & svstem of procedures. Nonetheless. the activity is
still more complicated and more subject to error and backtracking than first
anticipated. Real domeins aiways reveal hidden complexities when one attempts to
model them One doesn't want to have to. and indeed cant. write down a perfect
description of a domain the first time, and enter 1t into the system all at once. It
would be much better to create a rough working version, and then to be able to

modify 1t incrementally as often as one needs. This activity should be as efficient as
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possible for the user. so that he may concentrate on the more subtle problems of

logical description.

In this paper we will discuss the programming environment for the NIKL

knowledge representation svstem We use the term "programming environment” instead

of "tools” so as to make a distinction between what we feel are three levels of
usefulness the first. a formalism without tools. second a formalism with a set of tools,
the third. a svstem in which the formalism and the tools are integrated together. Our
programming environment has manv capabihities for creating concepts and roles which
interact with and support one another These 1nclude defining. deleting editing.
prettvprinuing. dumping definitions onto files. and noticing changes to definitions on a
file. and examining the lattice with a “browser” It 1s both inspired by and embedded
in the language INTERLISP [2]. itself an excellent example of & helpful programming

environment

3.2 Basics: Defining, Editing, and Printing

The core of the NIKL programming environment is the non-procedural language
CKLONE. which allows one to specifv roles and concepts. The following 1s an example

of a concept specification.

(DEFCONCEPT TANKER (SPECIALIZES SHIP)
(RES CARGO (VRCONCEPT OIL)))

The user has onlv to tvpe this expression to his terminal It creates and returns as
its value & concept "TANKER” that specializes the concept “SHIP” The concept

"TANKER" restricts the filler of the role "CARGO" to be the concept "OIL”. Although it

1s not shown in the example. the restriction clause RES can i1nclude a MAX and a MIN
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Ei clause for specifving the number of fillers the role may have at a concept. or a
L' a NUMBER clause when MAX and MIN are the same  Another token could have been

[N
’l 0
N
b

included at the top level of the DEFCONCEPT form that would have made TANKER a
- “natural kind”. this 1s the atom PRIMITIVE This would prevent anvthing that does not

make explicit reference to TANKER being classified as one.

The definition forms can accept forward references without difficulty. That 1is. if
there had been no concept "OIL” at the time the above DEFCONCEPT form was
evaluated. one would have been automatically created as a subc of THING and given
the name "OIL” The user would have been notified of this with a printed message He
could then have added features to "OIL” at his leisure. Since & given set of role and
concept definitions are often mutually dependent this feature 1s frequentlv useful. we

have dubbed 1t "FOMing" (for Find Or Make)

There 1s a similar construct called DEFROLE for creating roles. It enables the
user to specifv domain and range For exampie. one might define the role "CARGO” to

be

(DEFROLE CARGO (DIFFERENTIATES TEMPORARY-SUBPART)
(DOMAIN VEHICLE)
(RANGE MATERIAL))

This creates & role which 1s a differentiation of the role TEMPORARY-SUBPART. its
domain 15 the concept VEHICLE and 1ts range 1s the concept MATERIAL In what follows
I will most often use DEFCONCEPT as an example. but the reader should remember that

most of what 1s said applies to DEFROLE as well

It 1s important to remember that names such as "SHIP" and "“CARGO" have no
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essential meaning 1n themselves, nor are they a part of the NIKL formalism. Names are
mapped to the concepts or roles theyv denote through a "namespace” mechanism that
1s external to the taxonomy. This mapping 1s not made directly from symbol to object.
Rather. 1t 1s made first between the name and a data structure called a "term”. This
data structure has pointers to the role or concept object denoted. to the definition as
entered by DEFCONCEPT or DEFROLE. and to a list of concept and role names that
referenced the term 1n their own definitions. We call the latter the "dependents” of
the term. Note that a given name can be used to denote both a concept and a role.

"

Thus the notion of "term” 1s not identical with '"name”: it must be regarded as an
ordered pair of name and type In our example above there would be a concept term
“SHIP" which would list as one of its dependents the concept term “TANKER". There
would also be & role term "OIL" which would hst "TANKER"” as one of its concept
dependents. The term for TANKER would have a pointer to a concept and a pointer to
exactly the definition above. If we later add another concept "SUPER-TANKER” as a
specialization of TANKER. the term for TANKER would list as one of its dependents the

concept SUPER-TANKER.

Now suppose we want to change the definition of the concept "SHIP". perheps to

add the role DISPLACEMENT to the definition.

(DEFCONCEPT SHIP (SPECIALIZES VEHICLE)
(RES LENGTH (NUMBER 1) (VRCC ZPT METERS))
(RES WEIGHT (NUMBER 1) (VRCG:iLEPT TONS))
(RES CARGO (NUMBER 1) (VRCONCEPT MATERIAL)))

We call the function EDITCONCEPT on SHIP. It goes to the term date structure for SHIP
and fetches the definition form above. It passes this to the INTERLISP structure
editor. and the user many then edit the definition as he pleases, treating the
definition as list structure and using the standard editor commands. In this case the

user might type the editor command:
34
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(N (RES DISPLACEMENT (NUMBER 1) (VRCONCEPT TONS)))
The “N” command adds its argument form to the end of the list that 1s the “current
expression” of the editor. This current expression mayv be changed by various FIND
and motion commands. The user may also use & replace command. R, to replace one
expression with another. Thus one could for example change the the VRCONCEPT of
the restriction on WEIGHT to be KILOGRAMS instead of tons. When the user is satisfied
with the defimition he exits the structure editor by tvping "OK". and EDITCONCEPT calls

EVAL on the new definition form.

It 1s the code for DEFCONCEPT itself that handles all the modifications that must
be made. In this way the several ways that a concept mav be redefined - through
editing. through typing in a new DEFCONCEFT form or through loading it from a file
— may all be handled uniformly. Thus. what follows can be taken as describing the

mechanism behind all three of these cases.

DEFCONCEPT first checks the defimition for anv svntax or other errors. It 1s
particularly important to prevent the user from making certain semantic errors, for
example restricting a role at a concept above its domain If anyv errors are found, the
appropriate message 1s printed and control 1s returned to EDITCONCEPT. The user is
then allowed to either continue the edit to correct the problem or abort the edit by
typing "STOP”. This 1s & generally useful feature. if at any point during the session
the user exits the editor 1n this way no changes are made to either definitions or

objects.

If the new definition 1s approved, 1t 1s substituted for the old 1n the term data
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structure for SHIP. DEFCONCEPT creates and substitutes into the term & new concept
object that restricts the DISPLACEMENT role. as well as the LENGTH. WEIGHT. and CARGO
roles 1t restricted previously. DEFCONCEPT then notes that SHIP has TANKER as &
dependent. and through transitivity SUPER-TANKER as well It rebuilds these from
their definitions. using as a parent object the new concept object for SHIP that
includes the DISPLACEMENT role. The system also rebuillds those concept terms
inferred by the classifier to have SHIP as their parent The new objects produced are
substituted for the old in the terms for TANKER and SUPER-TANKER. Finally.
DEFCONCEPT adds the concept term SHIP to the dependents for the role term
DISPLACEMENT and removes the old concept objects from the svstem. reclassifving the
new objects 1f the old objects were classified. The message "(Concept SHIP redefined)”

1s printed.

We can also “prettvprint” concepts and roles. This 1s different from simply
examining their definitions. since NIKL mavy have made certain inferences about the
object —~ such as restrictions inherited from super concepts - that are not present in
the definition. We can see that TANKER has inherited the new role DISPLACEMENT by
typing "PPC TANKER T" where the extra argument "T" tells the prettyprint command

PPC to show all inheritance This would print.

Concept TANKER
Type: Generic
Parents: SHIP
Children: SUPER-TANKER

Restricts:
CARGO
VR = OIL
iR =(11)
LENGTH
VR = METERS
R = (1 1)
WEIGHT
VR = TONS
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R =(11)
DISPLACEMENT
VR = TONS
R=(1)

A similar command. PPR. 1s included for prettyprinting roles

3.3 Dumping Definitions onto Files

The system includes role and concept definitions as INTERLISP file package types,
thereby allowing us to put role and concept definitions ontc a svmbohic file. To use
this facility we call the INTERLISP function FILES?. typing the form (FILES?) to the
keyboard. This function tells us which role and concept definitions have not yet been
put on anyv file. as well as which files now need to be dumped because of changes to
the definitions on them. For example. the concepts SHIP. TANKER and SUPER-TANKER,
together with the roles thev use. mav reside on the file SHIP-DESCRIPTIONS. After the
edit above. the function FILES” would tell us that SHIP-DESCRIPTIONS needed to be re-
written If we had in the meantime defined another concept FREIGHTER. but had not
vet placed 1t on a file. FILES? would tell us so. It would ask if we wanted to place the
new definition on a file. and if the answer was yes. which file. We could then tell the
svstem either to add the defimition to SHIP-DESCRIPTIONS or to put it on some new

file.

The FILES”? function does not actually make any changes to the disk. To write a
file. either to update it after changes or additions or to write 1t for the first time. we
simply use the standard INTERLISP function MAKEFILE. as in the expression (MAKEFILE

‘SHIP-DESCRIPTIONS). This would place our definitions on a standard INTERLISP disk

file
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If during a future session with the system we should want to use the definitions
we placed on the file SHIP-DESCRIPTIONS, we would simply type (LOAD 'SHIP-
DESCRIPTIONS) Each definition written on the file would be evaluated in turn, and

appropriate role and concept objects would be built from them.

Occasionally we may misspell the name of & role or concept i1nside a definition
form and not notice 1t at the time. The system does not attempt to do spelling
correction on a name and instead simply assumes that the user means to define it
later The function CKLONEStatus is provided to tell the user which roles and
concepts were created 1n this wav ("FOMed”) and not subsequentlv defined by the user
in their own DEFCONCEPT or DEFROLE form. If the user wishes. it will provide him with

the names of the roles and concepts that use this name inside their definition forms.

A number of other utihities are provided to help the user deal with definitions on

files. these may be found 1n the last section of this report

3.4 Examining the Taxonomy

Printing a single role or concept 1s of course not alwavs sufficient. Often one
wants to see part or all of the taxonomyv. There are two programs for this.
KLONEDRAW and the NIKL “browser". Since KLONEDRAW has been discussed in a
previous report (see J Schmolze's report in [1]) we will discuss the browser. which was

developed by Tom Lipkis of ISI

The browser will draw the concept or role lattice into a window in graph form.

with the names of the objects as nodes and the lines between them denoting super or
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differentiation links. The user can use the mouse to point to a particular object and

bring up a menu of options that includes most of the functions of the programming

el TR

environment - prettvprinting. editing. inspection of definition and the like

I A
L)

The top level entries are NKBC (Browse Concepts) and NKBR (Browse Roles). Both

L 1O

are NLAMBDA NOSPREADS and the simplest use 1s to give them the name of a node to

be used as a root. (E.g.. {(NKBC Person}) will show all concepts below Person.) If no

argument 1s supplied. the top node of the appropriate tvpe 1s used (NKMostGeneral...).

ALY, Ky J

More control over the contents and lavout of the graph can be had by supplyving

.-

’
.

anv number of the following options as arguments

(Beiow Nome1 ... NameN) or (B Namet ... NomeN) KA
Include nodes below any of Name!l .. . NameN. -

-

(Above Namet! ... NameN) or (A Namet! ... NameN) KA
Inciude nodes above any of Nomel ... NameN. N

W

{Not Nametl! ... NomeN) !
Remove nodes Namel ... NameN. L
(NotBelow Name1l ... NameN) or (NB Naome?! ... NomeN) o
Remove nodes below any of Namel! ... NameN. -~

-
'y

(vertical)
Put the root at the top (as opposed to the left).

(Tree) Force the graph to be ¢ tree. Nodes disployed more thon once are
boxed.

Name Equivalent to (Below Name).
In addition to the NLAMBDAs NKBC and NKBR. which are meant to be typed in. the

following LAMBDAs are available for use from programs.

(NKBrowse NodeType Options Window)
NodeType is one of Concept or Role, and Options is o list of
options as above. If Window is supplied, it will be reused.
The brr.ser window is returned.

(NKReBrowse Window)
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Redisplays the graph in the specified browser window (reflecting
any changes to the taxonomy). Window can also be the atom Concept
or Role, in which cose the most recent browser window displaying
the oppropriate type of object is redisplayed (uniess it has been
closed). Window = NIL is the same as Window = Concept.

3.5 Miscellaneous

An additional feature of the NIKL programming environment 1s integration with
the INTERLISP programmers assistant. This facility of INTERLISP enables the user to
“"UNDO" the effects of certain commands he types, hke SETQ. DEFINEQ. etc. One can
also UNDO an UNDO. In our system it is possible to UNDO some commands. For
example. one can undo a concept defimtion by typing "“"UNDO DEFCONCEPT”. If a
superseded definmition exists 1t will be restored. If one does not exist. the concept
term will simplv be removed from the system. If one then were to tvpe v"UNDO UNDO”
the DEFCONCEPT just tvped will be restored. This process can be repeated ad
infinitum. The following 1s the current list of undoable functions. DEFCONCEPT.

DEFROLE. EDITCONCEPT. EDITROLE. NKDELETE. NKRESTOREDEF.

The NIKL programming environment includes a number of other utilities. A
partial list follows. Where “Tvpe” 1s included as an argument. case variants of the
words ‘‘role’” and ""concept’” may be included. If the user does not supply a type. 1t 1s

assumed to be "concept’ All arguments are evaluated unless otherwise stated.

NKReinit() - re-initializes the entire NIKL system. All objects and
definitions creacted by the user are thrown away, and
the taxonomy is reset to the initial net of concepts
and roles supplied by the system. Useful for starting
over entirely.

NKCALLS (Name Type) - returns an assoc list of the role and concept terms
that the specified term uses.

NKCALLERS(Nome Type) - returns an assoc list of the role and concept terms
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that use the specified term.

[ NKCHANGENAME (O1 dNome NewName Type InTerm InTermType)

- c¢changes the use of OidName of Type in InTerm of
i, InTermType to be NewName. If InTerm is not supplied
ﬁ} every term thot uses it (via NKCALLERS) is so changed.
. Affected definitions are re—evaluated.

NKCOPYDEF (Name1 Nome2 Type) - Makes Naome2 of Type have o definition
y isomorphic to that of Nameil of Type.
. Error if no such definition exists.

NKDELETE(Name Type) — deletes Name of Type from the system. The object

f#: ottached to Name wiil be removed from the taxonomy.
NKFINDCALLERS(Atoms Files) — analog of INTERLISP FINDCALLERS for NIKL
. Telis you which role and concept definitions
- on Files contain something in Atoms. Args
o may be either atoms (single) or iists.
\- NKEDITCALLERS(Atoms Files Coms) — analog of INTERLISP EDITCALLERS.
NG
r NKGETDEF{Name Type File) — returns the definition of Nome os a Type.
If File is given the definition will be fetched

. from it. Otherwise it will be looked for in
Y
N the symbo! table.
T

NKGETOBJ (Name Type) - returns the object attoched to the term Name of Type.
I .

NKLOADDEF (Nome Type File Ldfig) - aonalog of INTERLISP LOADDEF. Gets
u and evaiuotes the specified definition

from File.
ﬁ‘ NKRESTOREDEF(Name Type) - retrieves and restores the definition of Name as a
o o Type that was superseded by redefining. Prints
o message if no such definition exists.
" NKREBUILDTAXONOMY() - collects up all stored definitions, re—initiaglizes
. the taxonomy using NKRelnit, and then reevaluotes
the definitions. ’

NKRENAME(CurrentName DesiredName Type) — renomes the term CurrentName of Type
to be DesiredName. If no such term
exists, or if DesiredName is aiready
in use, the user is informed and

fT no further action is token.
N CKLONEProfite() - prints out the nomes of user—settoble switches, their
default and current values, and a brief description of what
- they do.
- CCC(Name) - Does not evaluate its argument. Returns the concept argument
attached to Name.
s
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4. PLANNING IN A CHANGING WORLD

Andrew Haas

4.1 The Problem

A robot acts by executing plans. It sends a plan to its execution routine, which
1ssues commands to the effectors and so performs the actions described in the plan.
Of course the execution routine can perform these actions onlv 1If the proper
preconditions hold Let us sav that the robot executes a plan if it sends that plan teo
1ts execution routine. whether or not the execution routine manages to carry out the

actions i1n the plan

The task of a planner 1s to search for a plan such that 1f the robot were to
execute that plan. its goals would be achieved. So it must reason about what would
happen 1f the robot were to execute a given plan. Suppose the planner finds that if
the robot were to execute plan Pl a disastrous event E! would occur, but if it were to
execute plan P2 a desirable event E2 would occur. The robot executes P2 and not P1l.
so EZ2 occurs and El1 does not occur. Yet E1 would have occurred if the robot had
executed P1. so 1t 1s a possible event. but not an actual one. And the planner must
recognize that 1t 1s possible so i1t can warn the robot not to execute Pl. Thus
planning raises a hard problem 1in knowledge representation to describe events that

are possible but not actual.

Situation calculus 1s a theory of planning that solves this problem, but at a

heavy price. It depends on the assumption that everv situation persists until changed
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bv the robot. the robot's actions are the only cause of change. This paper presents a

planning theory in which things can change without the robot changing them. Secticn o
2 describes the assumptions of situation calculus. and how theyv lead to conclusions ..
. -
about what would happen if the robot were to execute a given plan. Section 3 lays :'::
) down a new set of assumptions. which allow changes that are not caused by the o
E: robot s action. and shows how these assumptions lead to conclusions about what would o
.~: happen if the robot were to execute a given plan Section 4 shows how to formalize "
~ this reasoning using modal logic. Section 5 extends the theory and formalism to handle -
‘. more than one agent. and 6 sketches an extension to handle beliefs and knowledge ;'“
': The final section compares the results to some related work.
::;: 4.2 Situation Calculus )
o >
::.: The following account combines the theorv of [7] with the practice of planners
v hke [2] There are a set of possible situations and a set of actions. At everv moment ":
;.:;_‘: one of the situations holds. or the robot 1s performing one of the actions. but not -
_,::f both. Every action has a unique name. which 1s also the plan for performing that '
. action. Suppose that whenever the world 1s 1n situation S and the robot executes the ..
::_ plan for action A. it performs action A. Then the robot is able to perform action A 1n ::‘—
": situation S. If the robot performs action A it will change the situation. but the new o
:' situation 1s not uniquelv determined by S and A. There are many situations that could &
‘. result from performing action A in situation S. If the robot 1s able to perform action A <l
_'; 1In situation S, and § is a possible result. we say that action A can turn S into S -
.::E: This relation 1s taken as primitive 1n situation calculus. -
4-'::: Suppose that the current situation i1s S, and the robot 1s able to perform action _

. ' 46 .
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A. Suppose further that for all S such that A can turn § into S'. block B 1s on block
C 1in S'. Then 1if the robot were to execute the plan for action A. block B would be on
C afterward. Since A 1s only a possible action. and S’ onlv a possible situation. this
does not mean that block B will actually be on block C. Thus situation calculus
describes events that are possible but not actual by introducing possible situations
and possible actions. (In fact situation calculus doesn't even include any way of
asserting that a situation or action actually happened at a particular time. But it

could be added.)

Situation calculus is a theory of planming. not a formalism for planning. To buld
a formalism one must represent the 1deas of situation calculus 1n some formal
language. One possibility 1s to use first order logic and 1nclude situations 1n the
domeain of discourse Another i1s to use modal logic. with situations acting as possible
worlds [13] Whichever route vou choose. it's important to distinguish the formalism

from the theoryv it expresses.

Suppose the robot is not able to perform action A. but 1t executes the plan for
action A anywav. What happens? Of course the robot will not perform action A, but the
unsuccessful attempt may have side effects. Situation calculus says nothing about
these side effects. and this 1s an important omission. Suppose the robot wants to cross
a frozen river. but 1t doesn't know whether it 1s able to perform this action because it
doesn't know whether the 1ce 1s thick enough to bear its weight. If the ice 1s too thin.
and 1t executes the plan for walking. 1t will end up at the bottom of the river.
Situation calculus cannot assert this. because it does not describe the effects of

unsuccessful attempts to perform actions.
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O
'.:':::': A situation 1s an unchanging state of the whole world. So if anything in the j
-.:.:, world 1s changing at time t. the world 1s not 1n any situation at time t. If the robot -'g
_. starts an action at time t, we can’'t use situation calculus to predict the resuit ~
'.::;._: because there 1s no initial situation. Once we allow changes that aren’t caused by the f:::
agent., we may as well admit that there 1s no time when nothing in the world 1s =
_‘E::-E changing. Then the world 1s never in any situation. Thus there 1s no generalhzation of .
E;’_:_ situation calculus to handle changes that aren't caused by the agent. We need some E:::
& ) wayv to distinguish actual from possible events without using situations. =
o 2
e X
,',:_‘:Z:'_ 4.3 A New Theory of Planning
N ime 1s a set of instants ordered like the real numbers. Everv event takes place
.E' during an interval of time, 1t begins at some instant 1 and ends at a later instant ). A !
: condition hkewise holds during an interval. To make this a little clearer, 1magine that
" at each instant the world 1s 1n a state (an idea that was used with great success 1n ":
oy e
’; classical physics). Whether a particular event took place in the interval from 1 to )
-' depends only on the states of the world at instants between 1 and ] inclusive. and -
.- likewise for conditions. -
2 - N
:::ﬁ‘:: These assumptions about time suffice for the present work. To develop the theory ;:‘
r—'.—' further, one would need to consider the problems of interval-based theories of time. 3N
E':):‘;{: For example. does 1t make sense to say that a condition holds at a single instant? o
Suppose my digital watch reads “12.00” throughout a one—minute interval starting at ~
noon. It's tempting to sav that it read "12.00" at each instant during that interval ‘,;::
e But this interval 1s followed by another. during which my watch reads "12:01". Then -
;;:\ what was the reading of myv watch at the instant where these two intervals meet? .i
EE:E:\ Such questions are considered 1n [10] and 4{3] .
e .
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If the world never changes until the robot acts. the robot cen wait as long as it
wants before starting to execute : plan. If the wcrld 1s always changing 1t makes a big
difference when the robot starts executing a plan. If vou want to catch the 6.30 bus
you have to leave the house by 6.25. This means that the planner must choose not
only a plan but also an execution time. and the routine that executes plans must have

some way to know when this time arrives.

For this purpose the robot has a clock. which divides time into a series of
numbered ntervals called ticks. For every whole number n. the n—th tick begins at
the instant (clock n) and ends at (clock n+1). During this interval the reading of the
clock 1s n. Whenever the robot records an event it uses the reading of the clock to
indicate when the event occurred. For example. 1t might record that the doorbell rang

during tick number 897.

If all ticks were the same length. the robot could use its clock to measure
intervals accurately. I will not assume this. Of course one could build a robot with an
accurate sense of time, but I would like to apply this theorv to people. whose sense of
time 1s only roughly accurate. You can't tell the difference between & minute and fifty
seconds without a watch, though vou can tell the difference between a minute and five
seconds. So I will assume only that all ticks are roughly the same length - say
between & second and half a second. Suppose the planner decides that to get to the
train station by 6PM. the robot should start executing a certain plan before 5:30. At
this point 1ts internal clock reads 500. and the clock on the wall reads 5:25. If a tick
takes less than a second, 300 ticks take less than 5 minutes, so the internal clock will

reach 800 before 5:30. Therefore the planner tells the plan execution routine to start
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execution when the internal clock reads 800. This 1s hke a human looking up at the

clock and saying "I'd better leave in a couple of minutes”.

The planner's job 1s to reason about what would happen if the robot were to

execute a given plan. It must prove statements hke

1 [If the robot were to start executing pian P now, event E would
haoppen.

Our theory must describe the truth conditions of this proposition This 1s & hard
task. because the proposition is a counterfactual conditional. The difference between

counterfactuals and other conditionals 1s illustrated by the following examples.

2 1f Oswald didn't shoot Kennedy, somebody eise did.

3 If Oswald hadn't shot Kennedy, somebody eise would hove.

The first sentence i1s an ordinarv conditional, the second 1s & counterfactual. Their
truth conditions must be different. because the first i1s not controversial and the

second 1s.

According to various philosophers [6], when we assert (3) we are talking about
certain possible worlds other than the actual world In these worlds Oswald did not
shoot Kennedy. but in other ways they are much like the actual world. (3) 1s true if
somebody else shot Kennedy in all of these wcrilds. For example. suppose there was a
conspiracy against Kennedy, with other assassins waiting to shoot him if Oswald failed
This conspiracy also existed in the possible worlds where Oswald didn't shoot Kennedy.
so 1n those worlds one of the other assassins shot Kennedy. Thus (3) might be true if

there had been a conspiracy against Kennedy.
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It would be best to invent a general theorv of counterfactuals and apply it the
special case of counterfactuals i1n the form (1). This 1s verv difficult. and I will treat
only the special case. Suppose the "now" mentioned 1n (i) 1s instant 1. Qur task 1s
then to choose & set of possible worlds in which the robot executes plan P at instant
1. but which in other ways are lhike the actual world. Let us call this set of worlds
W(P.1) The problem is then. in what ways are the worlds in W(P.i) like the actual

world”

Suppose 1t 1s now instant 1. and event E has already happened. Then it is too
late to do anything about event E. No matter what plan the robot were to execute at
instant 1. E would still have happened. We can ensure that this follows from our theory
by postulating that all the worlds in W(P.1) have the same state as the actual world at
everyv 1nstant up to and including i. Then 1if 1t 1s now 1nstant i, and event E has
happened in the actual world. 1t happened 1n all the worlds in W(P.a) too. Then no
matter what plan the robot were to start executing now. event E would still have

happened.

One might expect that all the general laws that govern the actual world would
also hold in the worlds of W(P,i), but this cannot be. Whenever the robot $ends & plan
P and an integer n to its execution routine, it executes P starting at (clock n). This is
a general law governing the robot’s actions. let us call 1t the Decision Law. Suppose
that 1n the actual world the robot has told its execution routine to execute plan Q at
instant 1. This event occurred before instant 1. so it happened in all worlds of W(P,i). If
the Decision Law holds in all these worlds. the robot will execute plan Q at instant i

in all these worlds. This simple robot can cnly execute one plan at & time, so if P is
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distinct from Q the robot will not execute P at 1 i1n any of the worlds 1in W(P,1). This

contradicts the requirement that the robot executes plean P at instant 1 in every world

N M
- of W(P.1). R
g This 1s a good example of whv counterfactuals are hard to analyze. A theory of = )
2 -
:: counterfactuals must allow possible worlds in which there are exceptions to general a ;
N P,
i_: laws. This 1s true for all sorts of counterfactuals. not just the ones about robots and T
N 2
( their actions. If an eclipse has been predicted for tomorrow. it 1s physically -
'::‘ mmpossible for that echipse not to occur. There are no forces in our solar system that :x !
\, could disturb the moon's orbit that wviolently. Yet it's quite reasonable to say "If

N -

p

® there were no eclipse tomorrow. a lot of people would be disappointed”’ By the same —
f.; token | may know that 1t 1s physicallv impossible for the robot to execute plan P at ..
N o !
::: instant 1, given its hardware and programs. It 1s still quite reasonable to say “If the = X
AN i
"“ robot were to execute plan P at instant 1. 1t would put block B on block C". o
- -
\'_-

o The Decision Law i1s not a fundamental law of nature It is only & consequence of

> the robot's structure and the physical laws that govern its hardware Still. let us ‘ :
:,.: simplifv bv assuming that the Decision Law 1s primitive. and 1t 1s the onlv iaw that f-@ ‘
I - B
j: governs what plans the robot executes. This means that if we suspend the Decision

>.~' \’
-..' 'F

" - Law. the robot s execution of plans 1s not controlled by any causal law. The robot C':
’.- might execute any plan at anv time. So let us look at the class of worlds in which all .
~.
:,‘ the general laws hold except the Decision Law. For any plan P, there are worlds in . .
. :
:_-.-' this class that have the same stotes as the actual world up to instant 1. 1n which the A
h - '.‘: h
! robot starts executing plan P at instant 1. By suspending the Decision Law we make e
room for the possible worlds we need. Py 4
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- In a general theory of counterfactuals one would show from general principles

! S that there must be exceptions to the Decision Law, rather than simply postulating

b 0~ them. These exceptions would be kept to the minimum needed to make room for worlds

- oo

o o 1in which the robot executes plan P at instant 1. Far from minimizing the exceptions, |
have thrown the Decision Law out the window (except that it still holds in the actual

' .

[
b

world). So my theory 1s only a rough approximation to the possible worlds theory of

NI
LA

e
SR counterfactuals
k;
.‘:‘. Then the worlds in W(P.1) resemble the actual world in two ways.
5 The state at every instant up to i is the same as in the actual world.

6 The general iaws are the same as in the actuat worid, except for the
Decision Law.

%

W(P.1» 1s the set of all worlds satisfying these conditions i1n which the robot executes

T

plan P starting at instant 1.

AP MNAPN AL
s
£

_—

Conditions (5) and (6) are so weak that they place no restrictions on what plans

-

L RLRR

the robot executes after instant 1. If an event happens i1n all the worlds that satisfy

(Y
a8 8
]

these conditions. then 1t would happen no matter what plans the robot were to

: ! execute after instant 1. That 1s, at instant 1 this event 1s bound to happen no matter

:' = what the robot does.

! Ol Let us consider & siumple blocks world example Suppose that 1if the robot
} executes the plan for picking up block B. and block B 1s clear. the robot successfully

: - performs the action of picking up block B. If the robot picks up block B. 1t is holding
o

block B when this action ends. These are general laws, and they hold in all the

worlds 1n W(P.i) for every P and 1. Assume that block B 1s clear in the interval between

B R Y .
DRI I S S R B W T
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e
.*i?
iy \. 10 and I1. We should be able to show that if the robot were to execute the plan for o
\\ picking up block B at instant Il. it would pick up the block successfully and 1t would :’. |
\_‘?:: be holding it when the action ended. This means showing that these events happen in -
.:‘:: everv world 1n W(P.i). where P 1s the plan for picking up block B and 1 equals I1. Let W :.‘
be anyv such world. Block B was clear from 10 to I1 1n W. by condition (5). The robot -
N .
\%j executes the plan for picking up B 1n world W, and both general laws hold 1n W, so 1n -
\\: world W the robot picks up block B and 12 holding it when this action ends. ;:,':
- . te
‘; This example only shows that we can still do the reasoning we could do 1n i.
'.:\'.::3 situation calculus. Let us consider an example that involves changes that aren't
ol caused by the robot. Suppose that at instant 10 the robot is standing at point R on a -2
railroad track. The train 1s going to reach point R in one minute. and the robot has -
no wav to prevent this. That is. 1t happens in ell worlds that satisfy (5) and (6) for 1 J'.
= ]10. There are two plans available. If the robot executes the plan StandFast at an o3
instant 1, it remains 1n 1its current position for the next minute. If it executes the plan "'!
StepAside, 1t will move 6 feet to the left within the next minute We should be able to ;;E
prove that the robot can prevent .ltself from being hit by the train at Il by executing B
StepAside at 10 o
'\:,
It doesn't make sense to sav that somebody prevented an event by performing an t.:
action 1if that event was already impossible when the agent did the action [10]. If I -
lock the door of my office | can be quite sure that no tigers will enter. But I haven't :S
prevented tigers from entering my office. because i1t was impossible in the first place o~
tor at least very unlikely). Then to show that the robot can prevent itself from being 2’
hit by the train, we must show two things. at I0 it is possible for the robot to be hit ::;
)
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by the train. but if the robot were to execute StepAside at I0, it would not be hit by

the train.

Suppose the robot 1s not hit by the train 1n anv world that satisfies (5) and (6)
for 1 = 1I0. Then at I0 1t was already impossible for the robot to be hit by the train,
and there was nothing to prevent. To see that this 1s not the case. recall that there
are worlds 1n which the robot executes StandFast starting at 10. In these worlds the
robot 1s still standing at R when the train arrives. On the other hand, there are
worlds 1n which the robot executes StepAside at 10. In these worlds the robot is
standing 6 feet to the left of the track at instant I11. and 1t doesn't get hit by the

train.

In situation calculus the effect of executing a plan 1s to change the situation. In
the new theory possible worlds replace possible situations. At an instant 1 the past is
fixed. but there are still manv possible futures. The effect of executing a plan P at
instant 1 1s to pick out a subset of these possible futures. Thus the robot has partial

control of which possible future becomes actual

4.4 Formal Treatment

1 have now presented a theory of possible events that uses possible worlds
rather than possible situations. and so avoids the assumption that nothing changes
when the robot 1s not acting. The next step 1s to represent the 1deas of the theory in
a formal language If a sentence of a formal language represents a proposition. it 1s
true 1n the intended model if and only if the proposition 1s true. So I must give the

syntax of a formal language, define truth conditions. and describe the intended model.
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Let us start with a first-~order language. 1 introduce special variables that range
over instants. and special constants that denote instants. Instant variables begin with
“1". ")" or "K" and instant constants with “I". "J" or "“K". For describing events and
conditions that change over time I use special predicates called temporal predicates.
The last two arguments of a temporal predicate are Instants 1 and ). with 1 before

J. The temporal predicate describes an event that happened. or a condition that held,

during the interval from 1 to } inclusive. Thus (exec P 1 j) means that the robot

executes plan P starting at instant 1 and ending at j.

The theorv talks about possible worlds, so the obvious wav tc formalize it 1s to
use modal logic and introduce a necessity operator ranging over the set W(P.1). This
operator would have to take P and 1 as arguments. along with a wff. Something like
this happens in Pratt's dvnamic logic [13]. but dynamic logic 1s a complex formalism
far removed from ordinary modal logic. I will use a trickv approach that leads to a

simpler formalism.

Let us introduce a necessity operator that ranges over all worlds that satisfy (5)
and (6). These conditions do not mention the plan P. so the operator needs only two
arguments. & wff and an instant 1. | write [1]q to indicate that g holds 1n every world
that satisfies (5) and (6). 1 said above that if an event happens 1n all worlds that
satisfy (5) and (6). then at instant 1 1t was bound to happen no matter what the agent
did.  So [i]q means that at instant 1 the events described by q are inewvitable, no

matter what the robot does.

Recall from ordinary modal logic that the sentence

(kp -> q)
56
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holds 1ff q holds in every world where p holds. Now the sentence

{some ). (exec P 1))

holds in just those worlds in which the robot executes plan P at instant 1. Therefore
[1](some j. (exec P 1)) —> q

holds 1ff q holds 1n every world satisfying (5) and (6) i1n which the robot executes plan

P at winstant 1. that is 1ff g holds i1n all the worlds of W(P.i). So this sentence says that

r~r~r~r‘-‘¢. . LR

the events or conditions described by g would happen if the robot were to execute

LN

plan P starting at 1nstant 1

B,

.-
.
’ e

‘.
.
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The formal language 1s a qgquantified modal logic. There 15 a set of possible
worlds. including a distinguished world called the actual worid, and a relation of
accessibility over possible worlds. All worlds have the same domain of discourse: there
are no objects that could have existed but don't. For describing time we have a
distinguished subset of the domain. the set of instants. There are constants that
denote instants and variables that range over instants. The instants are totally

ordered by the predicate "<", whose extension 1s the same in all possible worlds. Thus

all possible worlds have the same time-line.

There 1s one important difference between this system and a standard quantified
modal logic. In the usual systems there is an accessibility relation R, which is a binary
relation over the set of possible worlds. A sentence is necessary at a world W if 1t 1s
true at all worlds W such that (R W W'). In this system world W' is an alternative to

world W if W and W' have the same states up to instant i and obey every general law

but the Decision Law. Therefore the relation R has one more argument, which 1s an

v instant. (R 1 W W) means that W and W have the same states at every instant up to1
\t'-
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and obey all general laws but the Decision Law. Then for any fixed 1, the relation (R 1
w w') must be an equivalence relation. Also, if 1 < ) and w and w' have the same
states at all instants up to j, they must have the same states at all instants up to
1. Soif 1 < jand (R} w w) (R1w w) The necessity operator has two arguments: a
wff and a term that denotes an instant. [1]p is true if p 1s true at every world that 1s

an alternative to the actual world at instant 1

A signature consists of an infinite set V of ordinarv variables. an nfinite set V'
of instant variables. a set C of constants. a set C' of instant constants. and for each
non—negative n. a set P of n—adic predicate letters. Instant variables start with the

letter 1. “)” or "k’ A term is a variable or a constant. an instant term 1s an instant

variable or an instant constant. Every signature contains the binarv predicate letter

PR
<

A model for a signature S 1s a 6-tuple <D, I. K. R. A, G>. D is a non-empty
domain. I a non-empty subset of D (the set of instants), K a non-empty set of
possible worlds. R a subset of I x K x K (the accessibility relation)., and A an element

of K (the actual world). The function G assigns an extension to every svmbol in S In

particular, it assigns.

- To each x in V or C an element G(x) of D.

- To each x in V' or C’ an element G(x) of I.

— To each n-adic p in P and w in K a subset G(w p) of the
set of n—tuples of elements of D (the extension of p at w).

Finally. a model must have the following properties.
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The extension of "< is the same at all worids, and it totelly orders
the set of instants.

For all i inI, (Ri ww') is on equivalence relation.
For all i, j in ]l and w, w' inK, if i < j and (R i ww') then
(R jww).

W{fs are defined recursively as follows.

I1f P is an n-adic predicote letter and t1 ... tn

are terms, (P t1 ... tn) is g wff.

If p and q are wffs gnd v is o variable, then ~p, p & q, aond
(ati v p) are wifs.

If pis o wff and t is on instant term, then [t]p is a wff,

Mix/d{ 1s the model hke M except that the variable x denotes d. Mjw{ is the
model like M except that the actual world 1s w. The truth-value G{w M) of a wff w 1n

the model M = <D. 1. K. R. A, G> 1s defined inductively as follows.

G(p(t1 ... tn) M) = T if <G(t1)...G(tn)> is in G(A p)., eise F.
G(~p M) =T if G(pM) =F, eise F.

G(p& qM)=T if G(pM) =T ond G(gM) =T, else F.

If x is inV, G({(oll x p) M) =T if for all d in D,

G(p Mix/d{) = T, else F.

If x is in V', G({a!l x p) M} =T if for all i in I,

G(p Mi{x/i}{) =T, eise F.

G([tlp M) = T if for all w in K such that R(G(t) A w’),

G{p Miw}) = T, eise F.

The first four clauses are just like the standard definitions for first-order logic,

except that G takes an extra argument. The fifth clause takes care of quantification

over instant variables, and the last one defines the necessity operator. Notice how

this last clause resembles the clause for (all x p). The necessity operator is like a

universal quantifier over possible worlds.
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We define the existential quantifier and the modal operator <> for possibility in

the usual way

(some x. P) <=> ~(alil x. ~P)
<i>P <=> ~[i]~P

The inference rules of this system include the usual rules of first order logic.
with the proviso that one can substitute only terms of type instant for a umversal
variable of type instant. The rules for the modal operator [1] are of two kinds. those
borrowed from standard modal logic and those special to thic system. Let us consider
the first class Whatever 1s true 1n all alternatives for instant i1 1s true 1n the actual
world. This 1s expressed by the axiom schema
Llp -» p
Whatever can be proved from sentences that are necessary at 1 1s 1tself necessary at
1 It follows that 1f P 1s possible and Q 1s necessary. any sentence R that follows from
P and Q 1s possible. For 1f R 1s not possible. ~R is necessary. ~R and Q entail ~P. so

~P 1s necessary. contradicting our hypothesis that P is possible.

There 1s one modal rule peculiar to this system. Anyv world that is an alternative
for instant j is also an alternative for any instant 1 before j. So i1f a sentence 1s
necessary at i (true in all alternatives for 1) 1t is necessary also at ) This we capture
with the schema
< )&Dlp) ->D0lp
These are all the inference rules needed to do the examples With slightlv stronger

rules one can prove completeness.
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I now present various axioms that are true i1n the intended model and useful for
planning. General laws (except for the Decision Law) are suppased to hold in every
possible world. So 1if sentence P expresses a general law, we have

tall 1 [1]P)

Of course the Decision Law holds in the actual world. and we can state this if we like.

W(P.1) 1s not supposed to be empty. That 1s, among the worlds that satisfy (5) and
(6) there are some 1n which the agent executes plan P at instant 1. So the sentence
<1>(some k. (execute P 1 k))

1s true 1n the intended model.

If P 1s a temporal predicate, then its iast two arguments must be instants 1.) with
1 < ). If P = "on". for example. the sentence
fon X V1)) —>1¢< ]
is true 1n the intended model. Since the truth value of (on x y 1 j) depends only on
states between 1 and ) inclusive. (on x ¥ 1)) 1s either true in all worlds accessible at )
or false i1n all worlds accessible at ). If true it 1s necessarilv true. and 1if false it 1s

necessarilv false. Thus the following are true 1n the intended model.

(on x y i j)=>[jJ(on xy i j)
~(on x y i j) => [jl~(on x y i j)

With these axioms and inference rules we can formalize the arguments of section
2 Consider the blocks world example. Block B was clear from 10 to Il.

10 (clear B 10 11}

If block b 1s clear from i to j, and the robot executes (PickupPlan b) from j to k. it
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picks up the block between j and k This 1s a general law and holds i1n all possible ”‘
worlds. ~
11 [i@)(clear b i j) & (exec (PickupPlan b) j k)
-> (PickUp b j k)
.{‘~
If the robot picks up block b frem 1 to ) it is holding block b at the end of this ’
interval, that 1s from some k to ). ' fi
12 [i0){(PickUp b 1 j) —> (some k (holding b k })) ‘
Now assume that the robot executes (PickupPlan B) from I1 to 12. ;}
13 (exec (PickupPlan B) 11 I2) ’
(10) through (13) entail Eﬁ
t{some k. (holding B k [2)) o
Discharging the assumption (13) gives '—
{exec (PickupPlan B) I1 I2) ~> (some k. (holding B k I2) ;
The remaining assumptions are all necessarv at 1l. so we can strengthen the o
conclusion to o
[11](exec (PickupPlan B) 11 I2) -> t(some k. (holding B k I2)) -
And this 1s the desired theorem. ‘;\
Now for the train example. I will formalize only the argument that it was possible :‘:—j
at 10 for the robot to be hit by the train; the other half of the argument 1s just like -
the last example At IO the train 1s bound to reach point R at 11. no matter what the g
robot does. o
14 [I0)(at trawn R I1) N
If the robot executes StandFast at 10, it will be at R at I1 j::
15 [I0](some k. (exec StandFast !0 k)) —> (at robot R I1) a
Now assume that the robot executes StandFast at I0. ii
16 (some k (exec StandFast 10 k)) 82 N
k2
N
3

B A et et e e
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(14) through (16) entail

17 (et robot R I1)

(14) and (15) are necessary at IO, and (16) is possible at 10, so (17) is possible at 10.
<10>{at robot R I1)

This sentence says that it is still possible at instant I0 that the robot could be at

pomint R at instant I1.

In situation calculus the only effect of an action is to create a new situation. In
this formalism we describe the effects of executing plan P at instant 1 with sentences
of the form
[1]tsome k (exec P 1 k)) —> g
where q can be anyv sentence of the language. This means that we can sav a lot more
about the effects of an action than we could in situation calculus. Suppose the robot
rusts easily. and 1t wants to stay out of the rain at all times We cannot describe this
goal by describing & single situation. it 1s achieved only if the robot 1s out of the rain
in all future situations. In the new formalism we can sav that if the robot were to
execute plan P at 1nstant i. 1t would be out of the rain at all times after some future

instant [

[1)isome k (exec P i k)) -> (all }. 1 < ) -> ~(InRain j))

A more interesting possibility 1s that q could contain the necessity operator. If

MR
et

you are trving to give up smoking you might throw out all the cigarettes in the house.

(Y
. e
s

so that when your will weakens and you want a cigarette 1t will be impossible to get

AN

ARIRE IR

one. The sentence

[11)(all j. I1 < j —=> ~(smoking }})

says that at I1 it is impossible for the agent to smoke any more. So the sentence
' 63
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[10]( (some j. (exec (ThrowOutPlan) 10 j))
=> [11]}(alt j. 11 < j => ~(smoking j))
)

says that if the robot were to execute (ThrowQutPlan) at 10. then by I1 it would be
impossible to smoke any more. Thus we can reason about a plan whose goal is to make

1t impossible to achieve another goal.

4.5 Multiple Agents

1 now consider the case 1n which there is more than one agent. This means
finding the truth conditions of a wider class of counterfactuals than were considered
mn section 3 We now consider all counterfactuals of the form “If agent A were to
execute plan P at instant 1. event E would happen”. We must choose a set of possible
worlds in which agent A executes plan P at instant 1. but which are otherwise much

like the actual world. Once again the question 1s. like the actual world in what ways?

Let us call this set of worlds W(A.P.a). As before the worlds in W(A,P,i) are like
the actual world at all instants before 1. Also. all general laws except the Decision Law
hold 1n these worlds. Obwviously the Decision L.aw cannot hold for agent A in these
worlds Otherwise we would get the same problems we had in the one-agent case. On
the other hand. this doesn't necessarilv mean that the Decision Law doesn't hold for

other agents. Let us consider an example that bears on this question

Suppose there are two robots, A and B. A heavy box 1s sitting on the floor.
Neither robot 1s strong enough to lift the box, but if both robots lift at the same time

they can put the box on the table. Suppose robot A has already decided to execute a
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plan for lfting the box at l1. Then if robot B were to execute the same plan at I1.
they would lift the box to the table. We must choose the set of worlds W(B.,P1) so that
this counterfactual 1s true. And this means that the Decision Law must hold for agent
A 1n these worlds. If not. the fact that agent A has decided to execute the lifting plan
at I1 would have no bearing on whether A will execute the lifting plan at 11 or not.
There would be worlds 1n W(B.P.i1} at which robot A did not execute the lifting plan at
I1. In those worlds the robots would not lift the box to the table So by our account,
it would be false that if robot B executed the lifting plan at Il. the robots would lift

the box to the table.

So 1n the worlds of W(B,P1). the Decision Law holds for every agent except
B. This means that agent B can use predictions of other agent's behavior in his
planning He can also reason about the effects of his executing any plan P, even when
the Decision Law says that he will not execute P. The situation is symmetric. in the
worlds of W(A.P.1) the Decision Law holds for B but not for A. so that A can use
predictions of Bs behavior 1n his planning As before. & general theory of

counterfactuals would predict this. but | am content to postulate 1it.

So the worlds in W(A.P1) resemble the actual world in two wayvs

17 The state ot every instant up to i is the same as in the actual worid.
18 The general laws are the saome os in the actuol worid, except that

the Decision Low does not hold for agent A.

W(A.P.1) 1s the set of all worlds satisfying (17) and (18) 1n which agent A executes plan

P starting at instant 1
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r - To formalize this ] need a necessity operator with three arguments. an agent.

£\
s." an i1nstant of time. and a wff. [A 1]p means that p holds in all worlds that satisfy (17) F.’
.‘P_ .‘: A
j,;.:: and (18). That 1s. at instant 1 the events described by p are bound to happen no ..
S .
;-.'_f- matter what agent A does. This does not mean that those events are bound to happen it
no matter what agent B does. for B may have the power to prevent things that are ]
.‘:'-': :':‘
[ outside A's control. The accessibility relation now has four arguments: an agent, an i
e -
:, instant and two worlds. (R A1 w w') means that w and w are alike up to instant i, o
.'_\_ -.~l
( L and both worlds obey every general law except that the Decision Law does not hold

e .
-\"'z: for agent A The formal construction of the language goes through as before, with -
\.';_" obvious extensions.

s . -
\.‘.\' ::;
Q. -
:'_:;._{ There 1s one extension that is not obvious. In the one—agent system the Decision _::
ey %
\\_\;::-: Law was only required to hold at the actual world. Now 1t 1s required to hold at the oo
.,
worlds 1n W(A.P.1) for everv agent except A We need an axiom that reflects this. The X
:.~‘_:.-', Decision Law savs that if an agent sends plan P and integer n to his execution s
::‘;:: routine. the agent will execute plan P at (clock n) (plan A P n i) means that at oy
e, instant 1 agent A sends plan P and integer n to his execution routine. Then we can
state the Decision Law as follows. ;!
O o
LN |

:‘;;‘ (plan a p n 1) -> (some k. (exec a p (clock n) k)) )
\'h:\' ::‘l
\‘.-_:. We must assert that at the worids 1n W(A,P.1). the Decision Law holds for every agent b o
.l: LR

distinct from a. This can be written

] i] o b > :_
((plon b p n i0) "
~> (some k. (exec b p (clock n) k))
) =
W

On the other hand. for every plan p the worlds that satisfy (17) and (18) include

worlds where agent a executes p starting at i. o
RC
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<o i>(some k. (execute a p i k))

Thus we can extend the formalism to handle more than one agent.

4.6 Planning to Acquire and Use Knowledge

Most planners only plan to mampulate physical objects. like blocks. But many
plans involve changing the robot's knowledge rather than changing the physical world.
Suppose the robot wants to call Mary on the phone. and it has her number written on
a plece of paper. It should plan to find out the number by looking at the paper and
then dial 1t. Looking at the paper doesn't change any physical property of the world
- 1t changes the robot's knowledge. To build such & plan the robot needs a theorv of
its own knowledge — )just as it needs a theory of blocks to build plans for stacking

biocks. But what theory?

If we want to write a program that believes that snow 1is white, we devise a
knowledge representation 1n which we can represent that snow 1s white - for example,
by writing "(white snow)”. Then we add this sentence to a collection of sentences that
are supposed to represent the program's beliefs. This practice suggests a theory: that
beliefs are sentences of a knowledge representation language. This 1s the syntactic
theory of behef. It can be extended to knowledge if we assume that knowledge 1s true
behef (wrong. but close enough). McCarthy [9] and Moore and Hendrix [11] advocated

this theory. Konolige [5] and Haas [3] applied it to planning.

It's natural to suppose that all the robot's beliefs are sentences of a single
language L. Suppose the robot forms beliefs about its own beliefs — such as the belief

that it knows what Mary's phone number is. Such a belief 1s a sentence of language L
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that talks about sentences of L Thus L must be its own meta-language. One can build
such & language by starting with a first—-order language and adding exiom schemas
that describe the svntax. model theory and proof rules of that language (see [12] and
[4]D. In the same way the modal logic of this paper can be extended to a language
that describes itself. and with this representation the planner can reason about its

own beliefs.

In such a language one can describe the preconditions and effects of mental
actions like perceiving., remembering and inferring. Consider the action of inferring q
from p and p -> q bv Modus Ponens Its precondition 1s that the robot believes p
and (p -> q). its effect 1s that the robot believes q That 1s. 1if the robot believes p
and and (p —> q) from instant 10 to 1l. and 1t executes the plan (ApplvModusPonens p
tp -~»> q)) from 11 to 12. then 1t will believe q from some instant 1 to 12. One can

formahize this roughly as follows
[ide¢ (believe p i@ i1)
& (believe (p —> q) i@ i1)
& (execute (ApplyModusPonens p (p => q)) it i2)
) => (some i. (believe q i i2))
The variables p and q range over sentences of the robot's knowledge representation
language. The notation 1s not precise. to make 1t so requires adding quotation marks.

With axioms hke this one can describe the preconditions and effects of actions like

perception. 1ntrospection. memory retrieval, and inference. for detalls see (Haas 1983)

Often the robot needs to acquire knowledge 1n order to perform an action. It
must know the digits of Mary's phone number in order to call her, for instance. The
robot performs an action by executing a plan for that action. so it knows how to

perform an action if it knows that some plan P is a plan for that action. From this
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assumption. together with reasonablé assumptions about the robot's effectors. we can

show that the robot knows how to call Mary 1if it knows the digits of her phone
. number.
L)
.::,‘ Suppose for simplicity the phone has push buttons instead of a dial. To "dial”
Mary's phone number. the robot must find the right buttons on the phone and push
LY
:;:: them 1n the right order. The robot's hand 1s guided by its eve. If a plan specifies the
position of an object 1n the robot's field of view. the execution routine can guide the
::_ hand to that object. Assume for simplicity that the robot uses Cartesian coordinates to
.. identify positions in the field of view. Then if X and v are coordinates. (push x y) is a
k-
r plan for pushing & button that appears at coordinates (x.y) in the robot's field of
% view. If the robot wants to push the button labeled "5". 1t must find that button at
N
some coordinates (x. y) in its field of view and execute the plan (push x y). If planner
.';‘. knows that Marv's phone number is 5766. 1t can prove that the robot can dial Mary's
-
phone number by executing a plan that looks hke this:
:‘;; Look at the buttons on the telephone.
o Find the coordinates (x1,y1) of the button labeled "5".
(push x1 y1).
. Find the coordinates (x2,y2) of the button labeled "“7".
.‘ (push x2 y2).
e Find the coordinates (x3,y3) of the button labeled "6".
(push x3 y3).
. Find the coordinates (x4,y4) of the button labeled "6".
o (push x4 y4).
' If the planner doesn't know that Mary's number 1s 5766, 1t cannot prove that this plan
"‘ 1s correct. So the planner must know the digits of Marv's number 1n order to find a
plan for dialing her number.
-~
o
. For another example, suppose the goal 1s to ring a bell at exactly 7.00. Common
;f‘: sense suggests that without a clock, the planner cannot devise a plan for this goal,
69
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and our theory predicts this too. The planner must tell the execution routine to start
executing when the internal clock’s reading i1s a certain number n. But the planner
has no way of knowing what the reading on the internal ciock will be at 7.00. If it
had & clock. 1t could plan to watch the clock until it read 7.00, and then ring the
bell So our theorv of planning vields reasonable predictions about what a robot has

to know 1n order to find a plan for a goal.

4.7 Related Work

McCarthy and Haves [8] tackled the problem of planning with even.. that aren't
actions of the agent. My sclution 1s based on the same intuitions as theirs, though I
use verv different formal devices. | will describe their solution (in the one-agent

case) and the correspondence between the two

Imagine i{wo non-determimistic finite—state automata. one represents the robot
and the other the external world. The outputs of the robot-automaton are connected
to the mnputs of the world-automaton, and vice versa The robot can act on the
external world by producing output. and the external world acts on the robot 1n the
same wav. Given the 1nitial states of the two automata. their transition functions

determine the possible histories of the svstem

The robot can bring the external world into state S if there exists a sequence of
outputs from the robot that would bring the external world into state S. That is. in all
possible histories of the system in which the robot produces those outputs. the
external world eventually reaches state S. Here we come to a problem. The robot's

transition function mav not permit it to produce those outputs. then there are no
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possible histories 1n which the robot produces them. McCarthy and Hayves solved this
problem by broadening their definition of a possible history of the system. They
dropped the requirement that the robot produces the output dictated by its transition

function. and instead allowed any output whatever from the robot.

This system closely resembles the intended model of my formalism. The robot-
automaton corresponds to the programs that choose a plan to be executed. its output
corresponds to the plans that are sent to the execution routine. The possible histories
of the svstem correspond to the possible worlds. The transition function that governs
the output of the robot-automaton corresponds to the Decision Law. Just as we had to
allow possible worlds 1n which there were exceptions to the Decision Law. McCarthy
and Haves must allow possible histories 1n which the transition function does not

govern the robot s output.

The basic 1dea of both systems 1is this. You draw a boundary between vour robot
and the external world. and describe the output that the robot sends across that
boundary to the external world. Suppose that if the robot were to produce a certain
output, it would achieve goal G. then the robot can achieve goal G. The trick 1s to
place the boundary so that there 1s no question whether the robot can produce the
output it wants. the only question 1s whether producing that output will cause the
desired result. The robot can surely send any plan to its execution routine. so if the
outputs are plans sent to the execution routine the robot can produce any output 1t

wants.

McCarthy and Hayes claimed that there are many possible places to draw this
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o
‘-, boundary. and none of them is best. | have drawn the boundary at a particular point.

t
._ where the robot sends plans to its execution routine, and I claim that this choice 1s -p!
o '
:.:-:. best. My chief argument is that 1t supports a simple and intuitive account of the ..
'.J,: :.r
P knowledge needed for planning. as shown in the last section R

Ci
-

-~
="~
'*.'.:‘- Thus my representation 1s derived from McCarthy and Hayes's in two steps. The |
o ‘
S Yy -
x:,\ first step is to decree that the robot's outputs are the plans it sends to 1ts execution F
\-,.'l - ,:
& routine. The second step 1s to get rid of the finite—state automata. and take the
SO "
}':‘ possible histories of the system as possible worlds in a modal logic. ;\
o
A e
'- McCarthy and Hayes said that their formalism could also be used to represent C:
o certain counterfactuals. Thus they hinted at the idea that “the robot can achieve goal
\.} A G by executing plan P” 1s equivalent to the counterfactual “if the robot were to ‘:‘:
N execute plan P 1t would achieve goal G". -
250 X
:::::: The i1ntuition behind this theory comes from McCarthv and Hayves, but the formal ::s
o~ o
AT methods come from McDermott [10] He uses possible worlds (he calls them
‘ “chronicles”) and he has the equivalent of my accessibility relation over worlds. There :{!
J'.'A .‘,v
> 1s one crucial difference. McDermott has no actual world. This makes it impossible to
Iag e
~ e
"',',\: assert 1n his system that something actually happens. one can only assert that t}:
i something could happen or must happen. He sayvs that marking one world as actual —
b . N
t-:{f would create paradoxes. If there 1s an actual world then something 1s inevitable if 1t -~
i
L:’ happens 1n the actual world. This means that whatever happens was always 1nevitable,
b o
- @ which 1s certainly a paradox. But why slould we say that an event is inevitable if it e
G
t,'-:." happens in the actual world? Inevitability 1s a kind of necessity, and the basic 1dea of -
o )
i :
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modal logic 1s that an event is necessary if it happens in all possible worlds. actual or
not. If we use this i1dea. as | have done. we can have an actual world with no

paradoxes.

There 1s another difference between my formalism and McDermott's. McDermott
does not use modal logic. instead he uses first—order logic and 1includes possible
worlds 1n his domain of discourse. He says (following Moore) that you can’'t build a
good theorem prover for modal logic. | have seen no argument to support this claim,
except that nobodv has done it vet. | prefer to use modal logic because I find it more
convement than explicit mention of possible worlds. It 1s straightforward to translate

my formalism into an equivalent set of first—order axioms

Planning requires distinguishing between possible and actual events, which 1s a
hard problem in knowledge representation Situation calculus solves this problem, but
it depends on the assumption that the world never changes unless the robot changes
1t 1 have presented an alternative solution. which avoids this assumption by using
possible worlds rather than possible situations. With extensions mv theory can handle

multiple agents and the role of knowledge 1n planning.
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5. DOMAIN DEPENDENT SEMANTIC ACQUISITION

Margaret G. Moser

5.1 Introduction

This paper describes a method for acquiring the domain dependent semantic
knowledge needed for & natural language processor. The method relies on user
generated English examples of domain sentences, relieving the user of the need to
know the underlying representation. IRACQ (for Interpretation Rule ACqusitlon)7
program to do this acquisition for IRUS. a natural language database retrieval system
[2. 1] This paper begins with a simple example of IRACQ to illustrate features. Then.
we define domain dependent semantic knowledge. and present an overview of IRUS and
the i1mplementation of IRACQ. After that. | present & description of another system.
PSI-NIKL. and how the semantic acquisition could be done for 1t Finally. there will be

a brief discussion of domain porting and future work on IRACQ.

5.2 An Example of Semantic Acquisition

Semantic knowledge 1s used by the processor to (1) decide which phrases are
meaningful. and (2) compute the meaning of those phrases. This 15 a recursive
process Typicallv. & phrase. the matrix phrase. 1s composed of constituent phrases.
The matrix 1s meamngful 1if all its constituents are meaningful and are combined in an

acceptable way. The meaning of the matrix i1s computed from the constituent meanings.

- 7The ideo for ]RACQO wos originally suggested by Rusty Bobrow. The guthor wishes to thank
. him for helpful advice, and to thank Lyn Bates for valuable comments on earlier drafts of
- -j' this paper.
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fa b

This section presents an example of how IRACQ acquires the knowledge needed to
compute these interpretations In this example. IRACQ 1s going to acquire the semantic -J

knowledge needed to interpret the verb "write”. in the sense of writing papers end

books More precisely. IRACQ will acquire the information needed to interpret phrases '?'
which refer to things in the WRITE-ACTION semantic class. A semantic class 1s some -
set of things 1n the domein. In the IRUS test domain. “write”, “author” (when used as 'ﬁt
a verb). and "publish” are all used to talk about the same semantic class. The first .
step 1n the acquisition dialogue 1s for the user to enter an example sentence which we =
will call an exemplar ;E

The dialogue comprising the rest of this section was obtained using the IRACQ system -
Input from thec user 1s shown in boldface. output from the system is in regular face, t:
and comments arc inserted wn itfalics. 4

Enter an exemplar SENTENCE using WRITE: JONES WROTE SOME ARTICLES .
IRACQ uses the full language processor of IRUS to parse the exemplar and interpret all ..:4:
its constituents € In this case. the last name “Jones” is interpreted as a reference to
a member of the semantic class PERSONNEL. L

]
-

JONES is in the semantic cliass PERSONNEL.
You can choose one of these generalizotions: PERSON AGENT,

‘y %

e <CR> (to keep PERSONNEL), -

:.-, or Exempiar (to give a new exemplar constituent): PERSON r_.
'::-‘: IRACR needs to know if the subject constituent must refer to a PERSONNEL member or

to a member of one of the more general ciasses PERSON and AGENT. In case there was -

ar. error wn the exemplar. e.g.. the user mistakenly thought "Jones” was the name of an Ny

}‘- orgamzation. the user may enter another exemplar constituent. .

e

e Selectional restrictions are one kind of domain dependent semantic knowledge. What .{‘

-.:\ kind of thing should each constituent be for the phrase to make sense? The A
':—‘ possibilities arec constrained to the semantic classes of the exemplar constituent. Now

i that IRACQ has elicited a selectional restriction on the subject of "write”. it goes on tlo %

e N

»-.— -

-. 8For now, assume IRUS has the semantic knowledge necessary for interpreting all the

:' constituents. Uninterpretabie constituents will be discussed in Section 5.7. -':.:
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R 4
ARTICLE is in the semantic class BIBLIOGRAPHY. =
’ You can choose one of these generalizotions: WRITTEN-MATERIAL
I HOLDING,
<CR> (to keep BIBLIOGRAPHY), .
or Exemplar {to give a new exemplar constituent): BIBLIOGRAPHY -
.:': Nou IRACQ asks whether there are any prepositional phrases likely to modify "write’ ol
) Any Prepositional Phrases (PPs)? Yes
u When additional constituents are possible, JRACQ will continue to prompt for more !.
e exemplars. Otherwise. the user would have to include all interprelable constituents in “
the first exemplar e
“3 Enter an exempiar PP: IN NEWSWEEK p

Is the IN PP necessary for the meaning of WRITE? No

i Sometimes. particular prepositions and PPs are mandatory to interpret a phrase. For

"
, erample. in the IRUS test domain. “the title” is not interpretable but “the title of the Dy
book ' 1s. '
" .
N IRACQ mow asks for synonyms for the preposition. rd)
~
What PREPs besides IN can be used this woy: FOR ]
»
;-‘ NEWSWEEK is in the semantic ciass JOURNAL. :
I You can choose one of these generalizations: WRITTEN-MATERIAL s
HOLDING,
. <CR> (to keep JOURNAL), S
' or Exemplar (to give a new exemplar): JOURNAL
Enter an exempiar PP: QK N
- d
;}‘: The “ok” signals the end of the user's specification of PPs. and IRACQ summarizes the =
A information it has elicited. N
W
To interpret: JONES writes ARTICLE in NEWSWEEK. \
requires: (JONES to be PERSON class) ) |
- (ARTICLE to be BIBLIOGRAPHY class) A
(NEWSWEEK to be JOURNAL class) i
:-: For each constituent slot the user has specified. JRACQ uses its exemplar to create a ::'
p “tag”’ mame for it. This statement is generated to inform the user of the tags IRACQ has \
created and the selectional rtestrictions the wuser specified for the constituent >
;‘ t- represented by each tag. Here. the tag ARTICLE has been created for the object slot of !
j o the phrase, and IRACQ knows il must be something in the BIBLIOGRAPHY class. .
: "
-, Now IRACQ knows all the constituent slots and the selectional restrictions for them. it :
'_c R needs to know the semantic Telations among the constituents. How should the system r
" construct the meaning of a WRITE-ACTION phrase. given the meanings of a PERSON t
{ subject and BIBLIOGRAPHY object? The user is asked to use the tags to specify how to ]
. ' b
7,
5
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e
-.f«' .
f’f: b
-t Enter predicates, just 'OK’ when done.
L Enter o predicote: (AUTHOR JONES ARTICLE) -
(* Enter o predicate: (IN~JOURNAL ARTICLE NEWSWEEK) -—
:~$ Enter o predicate: OK -
P
-:;é FPredicates represent relations between the semantic classes in the domain. For now. we -,
assume the user knows something about what predicates are understood by the system "
IRACQ tags are wused to specify how to instantiate the predicates when the semantic -
knowledge is used.
—
., ’\:
N
:::'. 5.3 Domain Dependent Semantic Knowledge? .-
:.' -':
5 -~
( Consider a natural language processor which 1s a component of some larger
~ -
:".l:f system Given an English sentence, the goal of the language processor 1s to produce a t:‘l
) L
e formal representation of its meaning. an expression 1n some target language This
- .
oy y
‘.f—' representation 1s then further processed by the larger system to produce the -c;:
:'\':' appropriate response. In the IRUS system. for example. a meaning representation is .
s \1' .’p
' 9
- compiled 1nto a database query O
o
{
N Much of the knowledge needed by an English processor 1s language specific, L
:'-j- rather than domain specific This includes both svntactic and semantic information. ,-:
- . o~
i\ The gremmar of a language and the syntactic features of words are (almost) domain
. -
. independent The semantics of quantifiers. determiners. and other “closed class” -
4".~ ‘-.’
'{4‘ words tend to be domain independent. In addition. a language has semantic facts about
oW .
- o
_t"" how the different syntactic categories behave.
[ ]
g o
-C:’, What has to be acquired for each new domain? There are three kinds of domain i
S
e dependent semantic knowledge. -
i 2
® v . . =
g o domain model. What kinds of things will be talked about in the domain? What
:.'.; generalizations of the classification will be useful? What are the relations ,-
. R
nY r
:§ 80
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between the classes? For instance. in the example of the last section,
things were classified 1nto PERSONNEL. BIBLIOGRAPHY. and JOURNAL.
PERSONNEL 1s generalized by the classes PERSON and AGENT, and the AUTHOR
relation holds between the PERSON and BIBLIOGRAPHY classes. The
discussion of domain model acquisition 1s deferred to Section 5.7.

o nterpretability. Which of the possible syntactic constructions make sense?
What are the selectional restrictions. the kind of thing which should fill
each syntactic slot in a phrase? The processor must be able to recognize
that. 1n a particular domain. a phrase of the form "PERSON-1in—DEPARTMENT"
1s meamngful. but not “PERSON-in-BOOK". The example 1n the previous
section established the NP-V-NP-PP syntax as meaningful when the verb 1s
“write’. "author”. or “publish” and the first NP refers to members of the
PERSON class

o predication How should the constituents be combined to form the
interpretation of the phrase?

Each class 1in the domain model 1s a semantic class. For each class, the
processor must be able to recognize (and produce meaning representations of) the
phrases that refer to entities 1n that class and relate them to other classes. To do
this, the processor will use @ "phrase description”. generated by the domain dependent
semantic acquisition One way to think of a phrase description 1s as an abstraction of
all the wayvs of talking about a semantic class. Each time a phrase refers to something
in the class. then. 1t will be & specific instance of our abstraction. A phrase
description associates relations between the semantic classes with constituent svntax

and selectional restriction configurations.

The phrase description produced for the WRITE-ACTION class in the first section

includes

o the head words. "write”, "author”. and “publish".

o the PEOPLE to BIBLIOGRAPHY relation. Expressed by a PEOPLE subject and
BIBLIOGRAPHY object in a WRITE-ACTION phrase. This relation is (AUTHOR
subject object).

81

_i

AN
-

s,
o
At N

. ;,J. l "

v r
ol
v vty

VA

Tt T T
PR O
2% o, .
..‘A..‘.LM ." .'

g B,
. l.l.ﬂ. ‘.,' Id

I'{' »
o Yty Y

v
L)

-._, ,:—'f‘ ‘

-

..
AR
oy

@ S le

N Ml
S e A

e
s
.
3w

,4
1@



N RAAS SR TS AL S w WAL TA N AL '.‘_-.'_\':.‘,T

e Bolt Beranek and Newman Inc. y Report No. 5694 ;
Il
o
v,

o the BIBLIOGRAPHY to JOURNAL relation. (IN-JOURNAL object pob;®).

A phrase description onlv needs to i1dentify the most basic syntactic form which

expresses the restrictions and relations being defined. Complex constructions such as

relative clauses and questions are derived from the simpler ones by the language =

processor using rules of the grammar. "’

:

5.4 System Descriptions v

Both IRUS and PSI-NIKL use the RUS [3. 6] system. whose main components are a ‘

large ATN grammar. a nearly deterministic parser. and a dictionary and lexical i

acquisition component Any semantic i1nterpreter can be 1nterfaced to RUS because Lj

RUS cleanly separates 1ts syntactic analvsis from the interpreter This design t

facihitates RUS s use in manyv applications. The interpreter mav use anv convenient <

semantic representation and target language 5‘:

fo

5.4.1 IRUS )

|

IRUS 1s a syvstem for database retrieval using English queries. Phrase

descriptions i1n IRUS are represented as pattern action rules. called Interpretation g

Rules or lRules The target language of the natural language processor is called MRL -

[11]. for Meening Representation Languege. which gets compiled into a database E

:’..:’:_: query. A brief description of the domain model. MRL and the IRules will give the v

E‘: reader & better understanding of IRACQ's goals. "
ey
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- =

” »

S 9

object of the preposition NS




AN PN L% T

SR/ IL I LD Dl

Ly

="y
[

Report No. 5694 Bol{ Beranek and Newman Inc.

5.4.1.1 IRUS Domain Model
IRUS's domain model uses a variety of representations to express semantic
properties. Hence. the word groups used 1n a phrase description may be expressed in

different wavs. depending on the word's syntactic category. Adjectives and head words

use semantic properties 1n .their dictionary entries (e.g.. COLOR for "red” and "blue”. .

and WRITE-ACTION for “write”. "author”, and “publish”), prepositions use the ONE-OF
test shown below 1n the example lRule (e.g., "in" and “for" as prepositions for IN-
JOURNAL phrases). The subsumption relation between <classes has a separate
representation. Furthermore. other relations between classes (e.g.. the IN-JOURNAL
relation between the BIBLIOGRAPHY and JOURNAL classes) are not explicitly

represented.

5.4.1.2 IRUS ?hrase Description
IRules characterize the set of possible constituents 1n a phrase and the effect

each one has on the interpretation of that phrase

(CLAUSE HEAD »
SUBJECT (SUPERC PERSON)
OBJECT (SUPERC BIBLIOGRAPHY)
PP ((PP HEAD (ONE-OF IN FOR)
POBJ (SUPERC JOURNAL))))

FIG. 2. THE LEFT HAND SIDE OF THE IRULE ACQUIRED IN SECTION 5.2

The left hand side of an IRule. shown in Figure 2, encodes “what 1s
interpretable”. specified by a svntactic pattern. e.g.. SUBJECT along with a test that
can determine whether each constituent 1s 1n the right semantic class. e.g.,, (SUPERC
PERSON)  These tests express the selectional restrictions for the domain. SUPERC
tests that a constituent 1s subsumed by a semantic class. ONE-OF tests that a word

constituent is a member of a given list.
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In the example [Rule. there 1s no test for the head constituent because the
selectional restriction for a head constituent 1s actually in the dictionary, not the
IRule All the head words 1n the phrase description are given & special property in

their dictionary entries to indicate their role 1n the IRule.

(BINDQUANTS ( (JONES (OPTIONAL SUBJECT))
(ARTICLE OBJECT)
(NEWSWEEK (OPTIONAL (PP 1 POBJ)))
(SEM (QUOTE (AUTHOR JONES ARTICLE)))
(SEM (QUOTE (IN-JOURNAL ARTICLE NEWSWEEK)))))

FIG. 3. THE RIGHT HAND SIDE OF THE EXAMPLE JRULE

The right hand side of an [Rule. shown 1n Figure 3. has three parts. a quantifier
function (LIFTQUANTS or BINDQUANTS which will not be discussed in this paper). a hst
of variable bindings (e.g.. (NEWSWEEK (OPTIONAL (PP 1 POBJ)))). and a list of

interpretation commands (e.g.. {SEM (QUOTE (AUTHOR JONES ARTICLE)}}))

The hList of variable bindings serves several functions It chooses the constituent
pieces from the left hand side which will be needed to build an interpretation and
gives ~ach one &a name For instance. the variable NEWSWEEK 1s bound to the
interpretation of the constituent which matched the POBJ of first element 1n the list of
PPs 1n the left hand side of the [Rule. The tags generated by IRACQ in the first
section corresponnd to these names All of this 1s domain independent informeation
about the way constituents behave semantically In addition. the variable binding
specifies 1if a constituent 1s optional. 1.e. does not need to be present for the matrix

to have an interpretation
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> .

- The final portion of the right hand side, the interpretation commands. are K

3 _. semantic interpreter functions which will build the appropriate MRL when the IRule 1is oY

" ‘

:: . invoked. The arguments to these functions express the predication information needed 2

. F ,

q, -

:: : for the domain. The commands will cause predicate instantiations which express the :

L - relations between the constituents.

- 5.4.1.3 IRUS Target Language ot

e i~ =)

e ;

S The general form for an MRL expression 1s -

{

. - -
o P
> {FOR <quant> ¥ 1| <class> . {p X) . (g X)) where :

o : ’

s, r_ o -.quant: 1s a quantifier such as SOME. ALL. THE, :r

‘ '

" o X 1s the variable of quantification. -

‘:'. :::. o ~«class™> 1s the domain of quantification. one of the established classes. =

T .

. 0 (p Xi 1s & predicate that further restricts the domain of quantification, »

(_ l o (g X) 1s the expression being quantified. either a predicate involving one or )

x more quantified variables or an action to take with each member of the w3

+ domain. &

e +

o - &

v v

* ‘v

(p X) and (q X) may themselves be quantified expressions. (See [10] for more ) ]

A \

> information on MRL.) :

g s

AN ~

“ e (FOR SOME B1 | PERSONNEL : (LASTNAME B1 Jones); N

v T (FOR A A2 | BIBLIOGRAPHY : T; o

’ (AUTHOR B1 A2)))

3 FIG. 4 MRL FOR THE EXEMPLAR "JONES WROTE SOME ARTICLES" -
g >
C' .|
The target interpretation in Figure 4 shows the level of understanding needed bv
"’. IRUS. Paraphrased in English, the interpretation means "Given some bibliographic item )
'y ’
L)
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and some member of personnel whose last name 1s Jones. the AUTHOR relation holds

o
. A

between the bibliographic item and the personnel member.” This 1s compiled into a

F)

database query that searches for “Jones” in the author field of a bibliography table.

DA "-ﬂ
. .

» s

e

5.4.2 PSI-NIKL

1

PSI-NIKL'® 15 & system used at BBN 1n cooperative planning assistance research.

A semantic class. a phrase description, and an interpretation are each represented as

[
s s

'

a NIKL concept. The relation between these three things 1s ealso represented in NIKL.

P

ot IRINTERP'! relates a phrase description to its semantic class. The interpretation of a
o phrase will be a specialization of its phrase description whose IRIINTERP filler 1s the
Ll

-i NIKL concept representing what the phrase refers to. a specialization of the semantic
_ class The example of these representations 1n the next three sections will help the
v

» reader understand PSI-NIKL acquisition needs.

»
i _ . .

An 1mportant feature of PSI-NIKL 1s 1its use of the NIKL classifier 1n building
~'; these representations Because of this. information 1s always stored at its most general
::. level of applicability If an IN. FOR-JOURNAL-PP constituent 1is present in multiple
~ phrase descriptions. for instance. all will share & concept which represents the
J.\' structure of this constituent The various phrase descriptions may or may not
individualize the way the constitu:nt 1s interpreted.

'~

q
.:.
3

> 10pg|_NIKL is the new implementation of PSI-KLONE [4, Slwhich uses NIKL, the New
-4 Implementation of Klone {8, 9]. PSI-NIKL is not yet fully implemented.

i "itne NIKL role lobelled INTERP
)

: 86
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5.4.2.1 PSI-NIKL Domain Model

In contrast to IRUS. PSI-NIKL has & straightforward domain model. represented in
NIKL. Each semantic class 1s represented by a concept. and the relations between the
semantic classes are represented by roles. For the WRITE-ACTION semantic class. the

relevant piece of domeain model 1s shown 1n Figure 5.

FIG. 5 THE NIKL DOMAIN MODEL FOR A WRITE-ACTION

5.4.2.2 PSI-NIKL Phrase Description

For each semantic class. there 1s a phrase description concept whose |R|{INTERP
ValueRestriction 1s the concept for that class. For each constituent 1n the phrase
description. there 1s & role whose ValueRestriction (another phrase description)

expresses the selectional restriction for that constituent.
87
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:..._' -._\ .
o ot
\.. .‘: .
__ In PSI-NIKL. predication 1s very uniform. For each constituent. there must be a ‘
‘ role in the matrix 1nterpretation. |[RITARGET. constrained to be the same as the = ;
W .
W constituent's |RIINTERP These are expressed as RoleConstraints, shown i1n Figure 6.

5T
0
L N N e e

I//A
33
E:

/

\\\ ‘_/'j

'ly
vy

/
N |

T 3o
z O
. . '
CONSTITUENT (1;/ . AN
VR" -n".. :4
//’_L--\ .;'_ "
/ CONSTITUENT 1\ 2 g
'\\ PHRASE .
“\, * ':
W, '\
@
FIG & PREDICATION IN NIKL .
SN
* t
™ 3
IRUS does not have this uniformity in how predication 1s expressed Recall that >
£,
the WRITE-ACTION IRule establishes a relation between two constituents. the referent :~' ,
r
of the WRITE-ACTION phrase 1s not represented explicitlv. For IRUS. clauses usually . ;
-
=
relate constituents to each other. while NPs relate constituents to the matrix N
interpretation Thus. whereas 1n IRUS & WRITE~ACTION phrase expresses the AUTHOR ~ :
: e
. relation between subject and object. two relations are expessed in PSI-NIKL. the AGENT g
e |
- relation between WRITE-ACTION and the subject's interpretation and the THEME relation o :
. N
:: between that WRITE-ACTION and the object's interpretation. In PSI-NIKL. the ) :
constituents are related to each other by RoleConstraints on the semantic class 1n the ;.'f. ;
=
domain model, as shown in Figure 5. :
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2 Phrase Jomain
Description ode!
L4
/"- s ——
\\ P
\ E=N(EY) -
PERSON-NP = - > PERSON
~ \
~ACENT(TNTERP(WRITE-RCTIOV-CLASE))
AN /-'—'\ 5
D : _ n;g:'g” \ ® |
- .
gg,&;-;x?'-_\‘" __-_:‘ —"—.\ BIBLIOGRAPHY ’ "_HPGM
.:; :/ \\/// . (¢9 )]
=~ : i
R THRME -
____________ s)am ) )
& (orme P
RN WRITE-ACTION- ° SheAn D WRITE-ACTION
) s SO R
- S~ ~. : (68 1)//_\_ " \‘~\\_‘ \—/
E . N AY  wRIEAUBLISH )/ T 4
: N\ AUTHOR-VERB / / '"'*@ VHERE-
PP \\.\__// /
R © ‘)\:‘/\t"\“ N o / o
_-. \\\\ “~.~/=\r_,r - /
R \‘ 4 »
AN /
'.- (l 1/ /k)\ el s‘- - ’J
.-;' INFOR- \\/ Q‘P\\ /’—\\
JOURNAL -PP / /// ‘\ mf‘\m“ 9 / .
71 JOURNAL-NP o JORNAL
= —— \ , \ /
4 = \__/
HEAD “~
- {13) v?
..v //._,'———\\
Phd Ve ‘\
- . INfFOR-PREP |
Y Cr——
Q
=y
"-f. -~ FIG 7 THE WRITE-ACTION PHRASE DESCRIPTION IN NIKL
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A Notice ICIIN/FOR-JOURNAL-PP 1n Figure 7 This 1s a convienent unit which may be
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- shared by other phrase descriptions. For instance. since the constituent may be either
n clausal or NP internal. the BIBLIOGRAPHY phrase description will also have this -

constituent -

5.4.2.3 PSI-NIKL Target Language
Recall that phrase descriptions are generahzations (in  NIKL. these

generalizations are expressed as structured definitions) of the set of phrases which

can refer to a semantic class Manv subsets can also be defined For example. WRITE- ::,.

ACTION phrases with PPs. WRITE-ACTION phrases which use the head word "author”. -

'

etc are subsets of the WRITE-ACTION-CLAUSE 1n Figure 7 In fact. PSI-NIKL o

interpretation 1s the process of defining the subset of phrases. a description concept. 5

A

-

which 15 so specialized that 1t represents exactlv the input phrase The (R{INTERP for )

this subset. also constructed during interpretation. will represent the subset of the ::f-

semantic class which can be refered to by that phrase .

wa

Figure 8 shows & specialization of the WRITE-ACTION phrase description for al

~

phrases which are exemplified by “Jones wrote some articles” Notice |R|IINTERP for this “-}

concept represents just those write actions whose agent 1s a person named Jones and ]

whose theme 1s some articles written by that person Each constituent will be a L

speclalization of 1ts roles's ValueRestriction on the phrase description Each E?

constituent s |IRIINTERP filler 1s a specialization of its target role's ValueRestriction 1n N

the domain model >
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Phrase Dornain
n Description Model

DU A // mmg ) " .
ey v.' Py Iy . '
o SUBJECT . M'AR"C’—ES‘ r_\,/————n SOME-ARTICLES ;
Y an S 5 A \ L acmir
"~ \__’//A o (l l)
g - P N |
’ \ / - \
i /___\Q((\ /" WRITE-ACTION- ° P xz WRITE—ACTION /\ﬂ’___\
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! D\(‘ N
. T ad Y /
": . \\ WROTE‘WORD H

FIG 8 " THE PSI-NIKL INTERPRETATION OF "JONES WROTE SOME ARTICLES"
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5.5 IRACQ, Semantic Acquisition for IRUS

The IRACQ approach 1s example driven rather than model driven An important
feature of the system 1s that 1t 1solates just the part of the IRule tha. constitutes the
domeain dependent semantic knowledge All of the detail of the IRule representation.
much of which 1s system specific or language specific. 1s handled by IRACQ
Furthermore. the exemplar will constrain the possibiities when acquiring the

selectional restrictions. so the user does not need to know semantic class names

When the user enters an exemplar. IRACQ uses the full power of IRUS to interpret
1t. Actually. IRUS does not have the necessary IRules for interpreting the exemplar. so
IRACQ forces it to use a vacuous “acquisition IRule” The resulting “interpretation”
consists of the svntactic structure of the exemplar and the interpretation of all its
constituents. This allows IRACQ to aquire the Kinds of semantic knowledge outlined 1n

Section 5 3 in & natural wayv

o interpretability. Assuming the user has entered & meaningful phrase. the
svntax of the exemplar “points at” constituents which will be interpretable.
The classes of an exemplar constituent constrain the possible selectional
restrictions The user must say which of the classes that the constituent
belongs to i1s the appropriate one to use as a selectional restriction

o predication The tags created bv IRACQ correspond to the names in the
variable bindings list. The user 1s shown the list of tags, and asked to enter
predicates with the tags to indicate how to instantiate them The system
handles the domain independent details of what interpretation commands
should be written into the IRule.

The technique of forcing the IRUS language processor to do partial
interpretations requires [RACQ to predict what syntactic configurations might be in the
exemplar. The acquisition IRule must provide a slot for all possible constituents

IRACQ allows for two phrase types. clause .and noun phrase, with the following slots.
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o CLAUSE. head (main verb). subject. object. indirect object. PPs. and certain
adverbials (e g . time)

o NOUN PHRASE. head {main noun). adjectives. noun—noun modifiers. and PPs

Of course. RUS can parse many other constructions. These have been adequate
for the IRUS test domain IRACQ could easilv be extended to handle other

configurations

5.6 Semantic Acquisition for PSI-NIKL

Much of the approach used 1n IRACQ will transfer easily to semantic acquisition
for PSI-NIKL byv using the following mapping from IRule representation to NIKL phrase

description

IRule NIKL

a role on the phrase description
concept

constituent syntoctic pattern

the ValueRestriction of the constituent
role

semantic test for o constituent
pattern

the quantifier function hondied in PSI-NIKL

variable binding the left RoleChain in Figure 6

optional/required the constituent role number restriction
a RoleConstraint for each constituent,
one RoleChaoin will be the binding path,
the other the path to the target role

interpretation commands

I
!
|
I
!
I
!
I
|
!
I
I
I
I
I

An acquisition concept can easily be constructed. just like the acquisition [Rule

for IRACQ

The use of NIKL representation will improve both aspects of semantic acquisition.

93

- o ..\_. .‘..

- \-'\.‘.‘.‘\-' .‘\-"..'

B T S

oo %W

I3

:....'J-Y""
Y Y S ) A

iy v o s .

» .

'\'-“\ -

a
S A b T T I



L@,

-.\_'- N '-.‘- ‘s,

T
l‘l"l‘-.a’n

» ) §
(@Y
" “l .‘| “Q.II_.‘I _"' "’ ’

Ey
ot

Bolt Beranek and Newman Inc. Report No 5694

o 1nterpretabilitv. The selectional restrictions can be constrained using
exemplar constituents 1n much the same wav as 1n IRACQ Each word group
and constituent will be uniformly represented as & concept. so
implementation of this part of acquisition will be simpler and more general
As a result. 1t will be easier to extend the system to acquire semantic
knowledge 1nvolving new svntactic constructions

o predication. Because phrase descriptions are explicitly related to semantic
classes in a straightforward wav. we can use the exemplar to constrain the
possible target roles during this phase of acquisition. Upon acquiring the
subject constituent for the WRITE-ACTION phrase description. for example.
the system can check the domain model for relations between WRITE-ACTION
and PERSON Furthermore. the svstem can acquire the predication
information at the same time as the interpretabihity., eliminating the need for
tags. This could not be done 1n IRACQ because IRUS predicates could relate
either constituent to constituent or constituent to matrix.

In short. the svstem can take much more 1nitiative 1n predication
acquisition. Once the selectional restriction for a constituent has been

elicited. the user need onlv select the appropriate target role from the
choices generated using the exemplar.

NIKL also 1ntroduces complications. however. Because information 1is shared
whenever possible. manv generalizations will be automatically created and installed in
the taxonomy. PSI-NIKL needs a scheme for marking exactlv which phrase concepts are
interpretable and which are uninterpretable. Once developed. the task of marking

concepts as thev are created will fall to the semantic acquisition component

On the other hand. sometimes these generalizations may provide convement
shortcuts for the user. The user should not have to respecifyv the information for
ICiIIN FOR-JOURNAL-PP once it has been constructed Exactly which concepts will be
useful 1n this respect and how to present them to the user remains to be 1nvestigated.
For constituents such as PPs. where the needed information actually concerns 1its
subconstituents (1.e.. preposition and pobj}. the system can first try constraining the

constituent using the classification of the whole exemplar constituent. In the example
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~ acquisition, the user mght first be asked if the constituent should be a IN-

- b
JE

NEWSWEEK-PP. an IN.FOR-NEWSWEEK-PP. an IN-FOR-JOURNAL-PP. or an IN 'WITHIN-

WRITTEN-MATERIAL-PP. If none of these were the appropriate constituent description.

e
PR

e then the svstem would ask about other prepositions and classes for the pobj.

e 1.

NS

o 5.7 Domain Porting

AN

.;;\ -
S "_ So far the discussion has assumed an alreadv defined domain model When
! ) porting to a new domain. the first step of semantic acquisition will be to construct a
e - domain model.

-.L d If the language processor i1s being used bv & database system. as IRUS 1s. a new
O

:.: - domain model can be constructed automaticallv be examining the structure of the
Sa ,'::.
-::: ) database. This 1s the approach used by TEAM [7] However. because 1t separates
RN o
{ u domain model construction from the rest of semantic acquisition. IRACQ methods can
‘_::." be used for svstems whose goal 1s not database access. [RACQ constructs a new domain
":-'. .» model by prompting the user for the names of semantic classes and their subsumption
N .

o relations.
) L
.'.-:: .- Designing a new domain model in PSI-NIKL 1s difficult because the desired
:-:; . behavior of the svstem as a whole 1s not as clear cut as in IRUS The CKLONE language
@

- - for constructing networks'? 1s one necessary tool In addition. it would be useful to
po
N have tools with some knowledge of domain models. to help the user to insert the
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RoleConstraints (such as AGENT(WRITE-ACTION) = AUTHOR(THEME(WRITE-ACTION})). shown
in Figure 5) and DisjointnessClasses (such as the restriction that nothing 1is both

animate and mammate‘s ) which PSI-NIKL needs

Once a new domain model 1s constructed. the next step is to acquire the phrase
description for each semantic class 1n the model Now a problem arises from the
assumption that all constituents of an exemplar phrase are interpretable Presumably
the classes in the domain can be inter-related 1n manv wavs. so there 1s no way to

guarantee interpretations for all the constituents 1n an exemplar

For example, 1n the phrase description for the PERSONNEL class. a way to talk
about the IN-DEPT relation between the PERSONNEL and DEPARTMENT classes 1s
defined In a new domawn. there would not be an [Rule to interpret the DEPARTMENT
constituent. Trving to avoid this problem by defining the DEPARTMENT phrase
description first will not work. because that lRule must define another way to talk

about the IN-DEPT relation te.g. "the department of Jones")

IRACQ solves this by creating & "stand—-in" for each class as 1t 1s added to the
domain model. In an exemplar. the user may use., instead of a phrase constituent, a

stand—-in constituent to indicate the semantic class for that slot.

130isjoin(ness¢losses ore used by PSI-NIKL to reject o constituent for a siot in the
matrix. For example, if “Jones” were proposed for |[R|OBJECT in |C|WRITE-ACTION-CLAUSE, it
would be rejected becouse an animate thing cannot possibly be interpreted as o bibliographic
item.
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When all the phrase descriptions have been defined, the language processor has
all 1t needs to generate meaning representations for the new domain. There 1s
another phase of domain porting. however. The larger system using the language
processor must be instructed how to process the new representations. For IRUS,
IRACQ creates new [Rules which. when invoked. may produce MRL which the MRL

compiler willi not be able to handle

5.8 Further Work

One wayv to extend IRACQ's capabilities would be to improve its facility to acquire
a domain model. The construction of & domain model could be cascaded with the rest
of semantic acquisition. eliminating the need for the stand-ins. That 1s. when a
constituent s uninterpretable. IRACQ could use an acquisition IRule to force its
vacuous interpretation and then interact with the user to create the semantic class
referenced bv that constituent. Now that a new semantic class has been placed in the
domain model. IRACQ can use the constituent and its vacuous interpretation to begin
creating i1ts phrase description. The major difficulty with this scheme 1s finding a way
to distinguish the uninterpretable constituents from incorrect parses of interpretable

ones

As discussed in the last section an important extension to the IRACQ work 1s a
tool for MRL acquisition This tool would allow IRUS to acquire specificatious of how to

process the MRL generated for the new domain.

Example directed acquisition 1s a natural, user—friendly approach to semantic

acquisition However. it puts the burden of completeness on the user. During the
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acquisition dialogue. the user may give many exemplars wheh a phrase description has
manyv constituents There 1s no guarantee. though. that all the relevant ways of talking =

about the semantic class and relating 1t to other semantic classes will occur to the

T |
v

2
.

user during this process To cover this shortcoming. we would hke to build an [Rule
editor which uses the IRACQ approach to extend and change IRules. In the case of 3
PSI-NIKL. the svstem could take more 1nitiative and examine the domain model for

relations which are not vet target roles 1n the phrase description. e )

Bl o Belo b ol

P e SN W T W3

98




.&':' :\I"_:"D"]. AR

{

& ‘:';: A

i

B >
@

SR
Wlgda Yy,

DT

‘e

'. f‘ .‘l f

PR LR LN

Report No 5694 Bolt Beranek and Newman Inc

REFERENCES

1. Bates. Madeleine and Bobrow. Robert J. A Transportable Natural Language Interface
for Information Retrieval. Proceedings of the 6th Annual International ACM SIGIR
Conference. ACM Special Interest Group on Information Retrieval and American Society
for Information Science, Washington. D C., June, 1983.

2. Bates. Madeleine. Accessing a Database with a Transportable Natural Language
Interface. 3Submitted to the First International Workshop on Expert Database Svstems.

3. Bobrow. RJ The RUS Svstem BBN Report 3878. Bolt Beranek and Newman Inc.,
1978

4. Bobrow. RJ and Webber. B.L. PSI-KLONE - Parsing and Semantic Interpretation in
the BBN Natural Language Understanding Svstem CSCSI-CSEIO Annual Conference.
CSCS1-CSEIO. 1980

5. Bobrow. R.J and Webber. B.L. Knowledge Kepresentation for Svntactic Semantic
Processing Proceedings of The First Annual National Conference on Artificial
Intelligence. American Assoclation for Artificial Intelligence 1980. pp. 316-323

6. Bobrow. R. and Bates. M. The RUS Parser Control Structure In Research in
Knowledge Representation for Natural Language Understanding. Annual Report. Bolt
Beranek and Newman Inc.. 1982. BBN Report No. 5188.

7. Grosz. B. et.al. TEAM. A Transportable Natural-Language System. No. 263. SRI
Artificaal Intelligence Center, April. 1982.

8. Moser. M G An Overview of NIKL, the New Implementation of KL-ONE In Research
in Knowledge Representation for Natural Language Understanding - Annual Report. 1
September 1987 - 31 4ugust 1985. Sidner. C. L.. et al.. Eds.. BBN Laboratories Report
No 5421. 1983, pp 7-26

9. Schmolze. J G.. and Israel. D. J KL-ONE. Semantics and Classification. In
Research in Anowledge Representation for Natural Language Understanding — Annual
Report. 1 September 1982 - 31 August 1983. Sidner, C.L.. et al.. Eds.. BBN Laboratories
Report No. 5421 1983, pp. 27~-39

10. Stallard. Devid Data Modeling for Natural Language Access Submitted to the
First International Workshop on Expert Database Syvstems

11. Woods. WA Semantics and Quantification 1n Natural Language Question Answering.
In Advances in Computers. M Yovits. Ed. . Academic Press. 1978 pp 1-87.




y

. b [} : 3 ..-.. _ 'r.\ ... -.. -.. ‘. ..~ . ........... ‘.H-.f..ﬂ, e %‘ ,o.-.l...-._ ,-A . v : ........v_ Nc-. unsc“_a-\\ —,.nv. ht ] ..s--s.-nbsu ..4 ..- -,.- ..-A ! .- P .F

e’s’s

o
-

-
Jo¥

AN

&

-+

=]
3 :
Vo) %
o gt
g e
-

[ "
a. g
[
[+

o
o
<
Q
b=}
=
=
o
g
2z
]
z
o
g
[+
i
7]
=
@
3 19
[ 7]
m
1 =
]
- [>e]
'.‘
4
y
N
b
‘\.-.l.... LI R ----.J Py %t
n..-Z.. alere A v g \.-\. .\\\.
"t xx\. .u.,..\........O::.)..:...f’...1.....

PN




Dt

LIPS Y

-i'r 2

5N

-
(")
S

Report No. 5694 Bolt Beranek and Newman Inc.

6. SPEAKERS' PLANS AND DISCOURSE

Candace L. Sidner

6.1 Introduction: Discourses and Intentions

A discourse 1s structured into one or more units. each of which expresses some
information about a response that the speaker intends for the hearer to produce.
The information expressed 1n a discourse unit specifies the speaker’'s intention. The
actual response the hearer produces based on the speaker s intention 1s the intended
response. The intended response may be as simple as the hearer believing a
proposition or as complex as riding a bicvcle for the first time For these two cases
the speaker's intention mav be exactly the 1intended responses However. the
speaker s intention mayv differ from the hearer’'s response. The speaker may intend
that the hearer do whatever act or acts are needed to produce a state the speaker
wants achleved (as in the flowers being on the table). Or the speaker may intend that
the hearer perform some general act (such as going to the store) without caring what
specific response the hearer uses to perform the general act (walk to the store. drive
to the store. etc.). In such cases we want to sav that the hearer 1s responding as

intended. but his response 1s not the same as the speaker s intention

To determine an intended response. the hearer must undertake a complex
reasoning task that includes many subtasks First. the hearer must determine which
utterances 1n a discourse form a unit. a unit in which information about the speaker's
intention 1s expressed. Second. the hearer must extract the speaker’'s intention from
the information in the unit. Third, the hearer must create a description of what his

intended response will be.
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= .
A In this paper | will report on further progress in understending the speaker's |

iy
“lai

intentions 1n discourse and in specifying an intended response. | will assume the

:::;'. basic model reported in [8]. and will detail aspects of that model not previously .
o
N explored In this paper 1 will also discuss aspects of discourse that are outside the ~

theorv of speaker intention recognition and that provide information critical to this -~

_'-:'_} theory and the associated processing model. -
S o
= v,

A discourse umt! will either be atomic. if all the utterances in the unit prowvide

(s
information about one speaker intention, or non—atomic. if the discourse 1s structured o
o ’-T
-::f-. into sub-units. each of which specifies an intention. In the atomic discourses below.

o
- the speaker expects a single response from the hearer Sing a particular song in a ;:..4
'.-.-.

e particular way.
o~
e (1) 1 1 want you to sing me a song.

S 2 It's "Yankee Doodle Dandy" in the key of C.

( (2} 1 How about singing me a song? 'i
- 2 "Yankee Dood!e Dandy" in the key of C.

n\l

-~ (3) 1 1 wont you to sing me g song. A
Ny 2 1 want you to sing "Yonkee Doodle Dandy" o
i 3 a) I want it sung in the key of C; -

W b) Sing it in the key of C.

1\: ‘
.J" -.. ’:*
“h, W
. i .
ICE In all of these discourses the speaker uses more than one utterance to specify E.‘.
- ~

L°e.. ~
° the 1ntended response. Each utterance specifies some part of the response--

::.:;:: describing the actual act to be performed or expressing & belief the hearer must -
N . adopt to carryv out the act. The intended response for the whole unit 1s the hearer's

'. singing Yankee Doodle 1n C. ;k:
5
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By contrast. 1n (4), the speaker specifies two intended responses. namely. for the

.

! hearer to sing Yankee Doodle 1n C but to first tell the speaker whether singing Yankee

Doodle 1n C 1s an ability of the hearer. Thus (4) 1s not an atomic discourse.

(9K

L.I‘ * -
o (4) 1 How about singing me o song? ;

2 Yankee Doodle.

-_ 3 Can you do it in the key of C? !
b ‘.
> o
~ e

. >

‘\. -.“.

In D1. the speaker has produced a non-atomic discourse comprised of several

& atomic umts whose 1ntended response 1s that the hearer adopt certain behefs. The

intended response for the whole discourse 1s for the hearer to use those beliefs to

i conclude that M 1s & dastardly character. The reader must conclude on the basis of

the second paragraph that M i1s cowardly. on the basis the third paragraph that M is

cruel and on the basis of the final paragraph that M 1s power hungrv and ruthless.

and that those characteristics are evidence for M's being a dastardly sort.

E Discourse 1

M stood by the window while planning his next dav's

- pursuits. You could not discern in his brooding face what
s others said about him. There were stories. never ending 1t
seemed.
- M s one-time friend J told the occasion on which their

friendship ended. M had promised to back—up J in the deal
with Marlev Enterprises but when the final meeting came, M
begged off on the grounds that his other financial interests
put him 1n ethical conflict with J's plan. Privately. J
concluded that M was afraid to back a risky business
’ venture before such giant businessmen as the board of
Marlev Enterprises.
. M s sister. L. would tell of Ms childhood pleasure 1in
kicking his dog, dumping his cat in water and pulling
feathers off of captured live birds. L would always shudder.
And then there was K. M's ex-wife. Among her
. remembrances were all the occasions M plotted carefully his
next promotion in the office. Each promotion was obtained
by producing apparent evidence of a peer’'s incompetence at
his job. Just such a plot was what M was ready to develop
now.
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A discourse that 1s rich and complex will be comprised of several umits The
overall intention communicated by the whole discourse will be conveyed by the
intentions 1n each unit and its relation to the other intentions. By way of
illlustration. consider the story just mentioned. The overall intention 1s to get the
hearer to conclude something about M. Each unit convevys some aspects of M's
behavior, and at the last utterance, the hearer 1s expected to link the units together

and draw the overall intended conclusion about M's character.

These examples of discourse ralse many questions.

o How does the hearer infer the speaker's intention within & umt?

o Swince an atomic unit can be comprised of more than one utterance. how
does the hearer determine what each utterance contributes to the intention
of that umt”

o How does the hearer find the beginning of a unit. and the end of one”

o If there are several units. what links them explicitly or impheitly together 1n
the discourse and i1n the mind of the hearer as understanding occurs”

In this paper. | wish to concentrate on the first two questions. bv elaborating
the theory and mode! of speaker intention recogmition As I will show. we can reach
some tentative conclusions about the third and fourth questions and provide some

specific directions for further research.

6.2 The Model for Speaker Intention Recognition

The overall view of understanding discourse | will describe 1n more detail 1s as
follows. The speaker uses utterances to express his intentions. Some utterances

specify one intention while other utterances specify a different one. The hearer must
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determine which utterances specify a particular intention and judge where those
utterances end 1n the discourse. Fortunately for the hearer. the speaker organizes
utterances into a group (a discourse unit) around each intention rather than dropping
utterances about each one throughout discourse. As we shall see. the speaker also
aids the hearer s understanding with additional markers for the beginning and end of
units. These markers make it possible for the hearer to segment the discourse into
units. and to determine the relations among units. and to distinguish the relations

among the intentions that are conveved in those units

For the moment. let's assume the hearer has determined where a umt begins.
and let's turn our attention to how the hearer determines the speaker’'s intention and

a description of his own intended response.

To respond to a discourse. the hearer's 1mtial task 1s to deduce a set of
“speaker wants” from an utterance by using knowledge of the conventional Gricean
rules of English isee [8] for & description of these). These wants are related to the
speaker's intention because the speaker 1s intending to tell the hearer what he wants.
Bv speaking intentionally. the hearer can assume that whatever wants are expressed
1n an utterance are intentions of the speaker. Given some such set of wants, we may
ask how the hearer proceeds to determine an intended response to that utterance and
possibly to succeeding utterances. My previous work suggests an approach based on
Grice's work that the hearer asks him.herself three questions about those wants

gleaned from an utterance

1  Why does the speaker want that? (plan recognition)

2. What capacities do I have. that the speaker 1s aware of. that I can use to
accomplish what the speaker wants? (response recognition)
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choose to carry out the speaker’'s wants. (response planning)

In the first phase of speaker intention recognition. the plan recognition phase,.
the hearer’'s answer to question (1) will expand the imtial set of speaker wants to a
set that includes some of the speaker's plans. The speaker has & plan of action that
motivated using a discourse to 1nvolve the hearer 1n a response By recognizing some
aspects of the speaker s plans. the hearer will be better prepared to determine an

intended response

Thus if a speaker tells a hearer. I want to edit a paper.” the hearer can
conclude imitially that the speaker wants to edit some paper“’ . If the hearer knows
certain things about the speaker. question (1) may lead him to conclude that the
speaker wants to expand a paper he has written 1n hght of comments on the first
draft. Or the hearer may know only that the speaker often wants such things things

and not know more

In response recogmtion. the second phase of speaker intention recognition. the
hearer will take note of capacities that are directly mentioned 1n the utterance as in
discourses 1-3. or capscities that will enable the acts that the speaker wants. (as in
turning on the lights when the speaker wants to see something) or capacities that
result 1n the condition the speaker wants (as 1in "] want the vase on the table.”) The

hearer's answer to (2) may be influenced by the set of speaker plans derived from

“VJhether the speaker expects the hearer to hove any belief about which paper is a topic
explored in [9], and will be deferred in this paper
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answering question (1). To return to the edit example. if the hearer. knows which
paper 1s to be edited and that the speaker wants to edit by computer. the hearer can

plan to respond based on the information.

Once the hearer has determined a response to an utterance, he must decide how
to go about producing that response. This 1s response planning. Question (3)
contains a qualification about choosing to act on the speaker s wants since the hearer
alwavs has an option not to do what the speaker wants. The hearer must answer
question (3) because use of one's capacities may require some planning before the act

can occur Response planning will not be considered further in this paper

6.3 Speaker Plan Parsing

Now let us turn to a more detailed model of how the hearer can answer question
{1). namely how the hearer determines what other wants. expressed as plans. the

speaker has that the hearer 1s expected to draw inferences about

We will assume that 1n anv situation the hearer has & set of plans that

constitute the potential plans a speaker might carry out. This set of potential plans

15 shared between speaker and hearer. that 1s. the speaker 1s aware of the hearer's

knowing about them The hearer must determine which plans from the potential plan
set the speaker 1s actually using at the time of the utterance. The hearer must infer
only those plans that the speaker wants the hearer to know about. The speaker
intends for the hearer to know about certain plans because the hearer can use
information 1n them to produce his response. The speaker could tell the hearer which
plans are underway, but it is easier not to have to express such information if the

hearer can infer 1it. ~
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The speaker may have other plans that the hearer i1s unaware of. these plans are
relevant to discourse onlv when a speaker uses a discourse to make them shared
between speaker and hearer The hearer may also be aware of speaker plans that the
speaker does not know the hearer knows about The hearer mayv choose to structure
his response on the basis of these plans as well, but thev do not play a role in the
intended response recognition process. The speaker does not expect the hearer to
relv on these unshared plans 1n recognizing the intended response simply because the

speaker does not know the hearer knows about those plans

To infer the actual speaker plans. called the intended recognition plans. we can
construct a plan parsing machine. which takes a representation of potential plans of
the speaker and & description of an utterance and determines which plan(s) the
speaker 1s carrving out. Notice that such a parser will not be able to determine all
the speaker s plans. but just those the speaker wants the hearer to know about. The
total set of speaker plans may be. and In most cases 1s. larger than the intended
recognition plans. but the hearer cannot necessarily parse the total set because
necessarv information mav be missing. To draw an analogy to sentence parsing. a
parse tree cannot be constructed if prepositions are missing from prepositional
phrases or if the main verb 1s deleted. However. certain information may be missing
from a sentence while still permitting parsing to occur. tut onlv when that information
1s recoverable from elsewhere Likewise the plan parser must have information either
in the utterance or from some additional inferences thai the speaker thinks the

hearer can draw in order to find the set of intended recognition plans

A critical assumption 1in parsing intended recognition plans is that the speaker
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:;'. has the burden of telling the hearer. 1n some way., what plans are underway. The
'_ .' speaker must give the hearer, or make sure the hearer has available. all the
:' e information to parse the plans the hearer is supposed to recognize. As we shall see.
'::: f% this assumption about intended recognition constrains the search of potential plans.
v
-- To represent a plan. I will use a structure such as the one in Figure 9. The
plan has & heading that consists of the name of the plan (e.g.. edit) and typed
‘ | variables for all the arguments to the plan. <Agent> specifies the one who edits,
‘-i; :' <paper> specifies an object of tvpe paper to be edited and <dewvice> specifies the
i' .. instrument for editing. and <device copv> specifies the machine version of <paper>. A
2 y plan mav either have no steps (atomic and executable directly!). or i1t mayv have one or
more steps which are 1n turn names of plans. All plans contain pre and post

f:: . conditions for each step as well as (possible) pre and post conditions for the whole

:' - plan
qp

- FIG. 9. THE PLAN TO EDIT A HARD COPY PAPER ON-LINE

D

.j:'_ ’ Edit<agent><paper><device.-<device copy>

L stepl Find <agent><paper>

1 ' step2. Locate <agent.- <device copv> on <device>

T step3. Execute <agent> Emacs <device: <device copy>

:j. Plan preconditions: Exist<paper.. Exist<device copy>

A Plan Postcondition: Identical~contents <paper> <device copy>

. . .

A plan parser uses the acts (called intended acts) that are associated with the

:jj g speaker s wants. 1n an utterance. Either the speaker want describes an act (by the
:_‘ . speaker or hearer) directly, or describes some effect of an act (e.g., 1 want the

._ flowers 1n the pot). When an act is directly described. the plan parser can use it to

‘:, ‘.::’ start searching through the set of potential plans. If an act is not directly stated.
:'\ - 109
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but an effect 1s 1nstead. the parser will first determine the act generalization (an

abstraction of the set of particular acts that have the stated effect).

Using either an act generalization or the directly stated act. the parser begins
finding plans which contain a step that 1s the uninstantiated form of the intended act.
Given some actl. the parser 1s looking for plans, say P,Q and R. in which actl can be
instantiated as the first step. Anyv arguments to the plan that are used in that step
are bound to the values of actl. If only one such plan. sav P, i1s found. the parser
mav use that plan. to find other plans in which P 1s the first step. If. however, the
parser finds several possible plans. 1t end; its parsing until more evidence can be
found. That ewvidence 1s either available 1n succeeding utterances or 1n additional

wants that can be inferred from the present utterance

Why must the parser cease 1ts parsing at this point” Whyv not proceed with all
possible plans in parallel and keep searching for higher plans in the set of plans?
Such a process 1s computationally intractable, there 1s nothing to delimit the search
of plans. To delimit the plans the hearer could make some guesses, sav based on
his “her knowledge of the domain. but the resulting plan set can no longer be reliably
used for producing the eventual intended response. because the plan set contains
more than what the speaker expected the hearer to know about. This more general
parser might be useful for the hearer to invoke i1n order to decide some private

concern (see [4] or [3] for examples of parsers that function in kevhole recognitxon‘s).

1sl(eyhole recognition, a term coined by Phi. Cohen, describes those circumstances where o
person can be thought of as watching a speaker through o keyhole and trying to discern the
speaker’s plans from his verbal ond non-verbal acts. The speaker is not trying to teil the
watcher what he's doing.
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However. the speaker cannot builld a discourse on the assumption that somehow the
hearer will guess at the information that 1s needed for the hearer to make an
intended response. The intended recognition plan assumption cannot be overlooked
because 1t greatly reduces the search space for the parser. As we shall see. the

speaker s marKing discourse unit boundaries will reduce the search even further.

The above description of parsing seems to suggest a bottom-up implementation

strategv. However. an implementation must also make use of utterances that simply

point to a place 1n the potential plan hierarchy. with the assumption that succeeding
utterances will fill 1n the plan below that point (as 1n a discourse where the speaker
initialiv savs 'l want to draw a new screen display.” and then goes about giving a set
of commands to do that). To draw an analogy to sentence parsing, such utterances

are akin to the speaker being able to say 'noun phrase--the big dog"”.

At some point 1n parsing. enough evidence can be found to indicate that only P
and not Q and R 1s the speaker s plan. From then and until the plan 1s fully
specified. P mav be used both to produce expectations and details the speaker has not

specified. 16

Of course. 1t 1s possible that the speaker has two or more plans that s he 1s

16l have built one such parser and am now constructing a second. The new one parses plans
represented in the language NIKL [10].
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7 Thus. suppose

carrving out and attempting to communicate about in an utterance
actl 1s the first step of P and Q. bo'h of which are intended recognition plans for the
speaker If the speaker intends for the hearer to use the knowledge of P and Q 1n
constructing a response. then the speaker must tell the hearer one way or another
that both P and Q are viable. Without this information. the hearer cannot distinguish

infering both P and Q from the situation where either P or Q 1s the plan but the

speaker has not indicated which vet

A critical component of parsing intended recognmition plans is that the speaker
has the burden of telling the hearer. in some way, what plans are underwav. The
speaker must give the hearer, or make sure the hearer has available, all the

information to parse the plans the hearer 1s supposed to recognize.

The real demand of providing information about all the plans comes when the
speaker 1s making use of more than one plan. This can occur in manyv wavs two plans
can be interleaved. a plan mav be interrupted temporarily. a plan mayv be debugged

with another plan and plans may be followed by other plans

6.4 A Digression: Discourse Markers and Plans

When two or more plans occur in a discourse, the hearer may not be able to (in

fact 1n general cannot) tell from the intended act associated with an utterance

'7Coses where the speoker has several plons, but intends that only one is to be
communicated os an intended recognition plan are not relevant here becouse the parser is
considering only intended recognition plans.
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whether 1t continues the current plan. or starts a new plan that may or mav not be
related to the current plan. To 1illustrate this problem. we will digress briefly and
consider another aspect of discourse. 1e. those words, phrases and other svntactic
discourse markers that signal what relation the intended act bears to other acts and

plans already recognized

In the discourse below the speaker’'s overall plan i1s to add a new definition to
some knowledge base To carry out that plan. the speaker has to check some
information the hearer ta computer system) has. and so he tells the hearer to provide

that information (D2-2)

Discourse 2

User. 1 | want to add a new definition to the knowledge base.
2. First. give me & list of all the users and systems

47}
w

. De vou want to know which systems each user uses”

User. 4. Yes. but )just list one 1if there are several.

”
o

tsvstem prints information out)

User 6 Ok npow ] want to define a system user as & person who uses anv of
these systems
T Then assert that all the people above are svstem users.

He notes the relation of the overall plan of adding a definition to the subplan of
getting a list of users and systems with two discourse shift markers. a clue word
“first” 1cf [7]) and a shift of mood from declarative to imperative (cf [6]). The act of
getting a Iist 1n DZ-2 1s not to be taken as the initial step of adding a definition.
Rather. getting a list 1s a distinct intended response 1n a separate plan that 1s to be

accomplished before the main 1item of business is undertaken. In effect, the user has
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:\. announced one plan and put 1t aside temporarilv for another plan. one of gathering ’
~, information The hearer need not determine the precise relation between the two :!
‘t;::~ plans because the speaker has told the hearer what 1s relevant. get the list first

> The lList getting request spurs a discourse clarification exchange(D2-3-5). When -
\ the intended response is produced by the hearer. the speaker marks the conclusion of .:'
the information getting with "OK". and marks the return to adding definmitions with
. “now’ and a declarative definition (D2-6) The speaker does not have to tell the 2
:"E- hearer that the definition 1s to be added to the knowledge base because the hearer ,‘.,
:: has alreadv inferred that from the adding & definition plan in D2-1. The definition "
?;.'.-_:_ 1tself 1s enough to make clear that the adding a definition plan 1s now 1n effect and __,

4

:-:::: that the definition 1s to be added .
i B
:'.E-:: The clue word “"then” plus mood shift 1n D2~7 indicates vet another intended act. -
one of asserting who the system users are for the moment. Bv itself. the act of e-!
_"_; asserting that a group of people are svstem users mav or may not be part of the o
-: adding a definition plan. The speaker clearlv indicates that the naming 1s a distinct ':'.
',,__ intended act that follows the other steps in adding a defimition  Whether it 1s the ;
:‘; third step of the adding a definition plan or a distinct plan depends on whether the B
:- hearer and the speaker already assume that the add-definition plan has two or three t::
g
o steps The discourse markers make clear that the utterance names a new intended ‘
Py : N
act and 1s not simply further information about the defimition of svstem user. :: |]
. When are discourse markers required 1n a discourse? Reichman. who first l
recognized that clue words mark boundaries 1n a discourse, never resolves this oy
5
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question. Cohen [5)hllustrates that in arguments clue words make the processing of

Je

claim, evidence relations efficient and possible in real-time. They also make 1t

"v.:o“-

possible for the speaker to change the order that utterances conveving evidence

-'r-
l;l:’
o'

appear in. Polany1 and Scha classify a large number of discourse markers (including

particles (clue words). tense shift. meta comments. repetitions. changes in speech act.

use of vocatives, renominahzations of pronouns and paralinguistic devices).

Discourse markers are necessary to i1ndicate.

1 Whether the utterance should be taken to express a new intended act rather
than further specify an act already described. or

I

Whether the intended act 1s the first step of a new plan rather than the
continuation of a plan already i1n progress

To 1illustrate these claims. reconsider discourse D2 and drop the clue words

“first.” "ok. now” and ""then”. It 1s no longer possible to tell (1) that giving a list of

users and systems 1s not part of adding a new definition, (2) if wanting to define a ?:i
svstem user 1s a comment on the system's printing response or a new act. and (3) that :;\::
asserting certain people as svstem users i1s not part of how & system user 1s defined. ;';::

T R ]
s
.

LY

The discourse markers are the speaker's way of telling the hearer that the next

. 1
A

utterance must be understood as conveying a new intended act or the start up of a

14

1

new plan.  Just which role the utterance plays depends on the plan currently 1in

\::"-'
SLY;
progress as well as the set of potential speaker plans that the hearer has available to &\
O
him. o
‘:l.-

Only one plan-—plan relation seems not to require a discourse marker. When an
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utterance 1s used to convey an intended act that i1s part of a plan that debugs the
current plan step, no marker 1s necessary. Thus. 1n D2. suppose that after the system
printout. the speaker had said "l can't read that printout because the font is too
small. Divide the lst onto two screens.” The speaker 1s now indicating that he 1s
debugging the systems wav of giving a list of users and systems No markers are

used. and yvet the comment. its intentions. and 1ts role 1n the discourse are clear.

A parser can easily recognize this case because of certain conventions in turn
taking. Whenever a speaker initiates a plan i1n which a hearer 1s to perform some
number of the plan's steps. the speaker and hearer are aware that the hearer’s
response will either be approved or disapproved. Declarative utterances. particularly
those stated in the negative can indicate disapproval At the same time. these
utterances can function to describe the condition that the speaker wants to debug.
The couphng of a debugging plan with the current plan step can be triggered with just
the approval, disapproval expectation. Notice that an utterance that seeks to debug
some step other than the current one cannot go without a discourse marker. since no

expectation can drive the recognition.

. If indeed discourse markers are necessary to recognize the relations between the
intended acts and the overall plans of the speaker that motivated the discourse, then
the plan parser must either itself contain a recognizer for these markers or r_a-;’iez\re
information about them from some other process. The latter choice seems preferable
to me. A discourse marker parser cascaded (in the style of the RUS-PSI-KLONE

cascade [2]) with a plan parser would provide the necessary information.
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The plan parser would parse plans while the discourse marker parser would note
the structure of the discourse as signaled by the markers. Each time the discourse
marker parser (hereafter the dm parser) detected a set of discourse markers. it could
use them together with & model of the plan structure (provided from the plan parser)
to determine whether a plan 1s being marked as ended with another plan getting
underway, a plan 1s being interrupted. or a plan 1s interleaved with another plan or
whether no marks have occurred. The plan parser can use these comments to decide
in detail how to view the intended act. Thus. if the dm parser interprets an "OK, now"
as a plan completion plus a plan startup. the plan parser can decide if the act

following '"now” 1s totallv new or the next step in a plan mentioned earlier and

interrupted (as in D2).

This view of discourse markers and the intended acts associated with utterances
transforms the questions | asked previously about the beginning and ends of discourse
units to questions about the recognition of the intentions and intended responses that
underhie those units. The acts and plans behind utterances are the semantic

structures of discourse. while discourse markers are the syntactic, connective tissue.

6.5 Plan Parsing continued

The plan parser described so far produces a set of plans that serve as the
semantics for the units of the discourse. Plans flesh out the intent. communicative
and non-communicative, of the speaker and partially specifv the purposive act the
speaker wants the hearer to perform. The specification 1s partial because the
capacities the hearer 1s to use may or may not be specified in the speaker’'s plan.

They may need to be inferred from other knowledge mutually shared between speaker

and hearer. 117
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Once & set of speaker plans has been parsed. the hearer can use them. and the
originallv inferred speaker wants to answer question (2) of the intended response
recognition process. The full plan may provide parameters the speaker has not stated
in the utterance as well as a wav to interpret ambiguous phrases in the utterance If
what the speaker wants describes an intended act by a hearer. the hearer must ask
him/herself whether s he has a capacity to do the intended act. That capacity 1s
then the basis for planning an intended response. If the intended act 1s a generalized
act inferred from an effect the speaker described. or from a general act the speaker
stated *(e.g.. going to the store). the hearer must choose a specific act that is one
the speaker believes the hearer has. or that failing. 1s one the hearer can do even 1f

the speaker has no particular knowledge of 1t.

Thus far we have spoken of a plan parser and a theory of intended response
recognition by considering the processing of a single utterance to specify an intended
response. However. as the discourses about singing Yankee Doodle indicated. 1t mey

take several utterances to fully specify the speaker’s intention. The hearer must.

o determine the scope of the discourse unit,

o decide what intended acts are conveyed in each utterance.

o and decide how these specify the speaker's intention.
If discourse markers play the role 1 have claimed., then within an atomic unit. the
processing of the utterances must provide the plan parser with the proper place to

hook each new utterance's intended act into the plan tree recognized so far

Return to the simple example.
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(1) 1 1 want you to sing me a song.
2 1It's “"Yankee Doodle" in the key of C.

If after (1)-1. the plan parser recognizes that the speaker wants the hearer to
sing a song as part of the more general plan of being entertained. then when (1)-2 1s
recognized. the plan parser must decide what to do with the fact that the speaker
believes something i1s Yankee Doodle 1n the key of C (This 1s the propositional attitude
to be wunderstood from declaratives using the [B8] model 8 4 focusing device will
determine that "1t” refers the song mentioned i1n D(1)-1. What. then. 1s the parser to

make of a want of a belhief about a song”

The song 15 not just anyv song. but rather & song the parser knows to be part of
the plan for the hearer to sing a song It 1s just this connection between the
utterances and their intended acts that i1s necessary. As for the phrase “in the key
of C”. since this phrase 1s a qualifier on the act of singing and not a modifier of
“Yankee Doodle”. 1t 1s onlv by recognizing that (1)-2 1s a belief about the intended

act 1n (1)-1 that the phrase can be made sense of at all.

The internal structure of a discourse unit brings me to a final problem that will
not be resolved here. The speakers's plans that we have been considering are mostly

non-communicative ones, wanting someone to sing & song. to conclude that M 1s a

dastardly fellow. to give a list of names. etc. In order to get someone (namely some

hearer) to do anyv of them. the speaker must communicate. The speaker must create a

WS S T GT A W W

‘eNote that this utterance hos o prepositional phraose attaochment ombiguity to be resolved.

e
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sub-plan for uttering a description of his wants to another who will see that the

wants are fulfilled. Each want then requires a discourse plan for how to communicate

that want, that 1s. how to structure the utterance. what descriptions to use, and the
Lke'®  For richly connected sets of wants. the speaker must determine an overall
discourse plan for expressing the connections between all the utterances that

c>mmunicate the speaker’'s wants.

If the want 1s easv to convey. an utterance will do. But if not. or if the mental
resources needed for generating the utterance cannot be had. several utterances may
be needed. and the speaker will need to construct the utterances one by one. Is the
discourse pilan a plan that the speaker intends the hearer to recogmze? Or 1s it
sufficient that the hearer use the connective tissue {(conjunctions. tense and referring
expressions and the like) of the discourse unit to determine the intended response

without recognizing how the speaker decided to construct the individual utterances?

For the parser that I have explored. one that functions in a domain of task
oriented dialogues. recogmizing all of the speaker’'s discourse plan 1S unnecessary.
Generally. just a few utterances are needed to convey the speaker's intention for an
action by the hearer. and nothing seems to be gained from discerning tle speaker's
discourse plan down to the level of the structuring of individual utterances. It is
necessarv that a discourse marker parser recognize the basic umt structure of the
discourse Whether in stories. where humor seems to depend on certain turns of
phrases. or 1n arguments. where persuasiveness may be governed by stvie. a more

detailed discourse plan 1s intended to be recognized remains for further consideration.

'QSce [1] for one such model of the speaker's pions to structure an utterance.
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To conclude this paper. I want to illustrate how a particular plan parser and set
of plans can be used to discern the speaker's intention in various units of a dialogue.
how the plans and the intention expressed in an utterance )oin to convey the
response the speaker intends. and how & discourse marker parser would provide

necessary information to the plan parser

6.6 An Example of Intention Recognition and Plan Parsing

The discourse participants are a user and a system. The svstem has @&
knowledge base of items that the user needs to check on. add to. view graphically and
edit. The user also occasionally needs to enlarge the categories of items by defining
new concepts to store in the knowledge base. The svstem assists the user by
providing displavs of the knowledge base. describing items 1n 1t (in English), adding the
items the user requests. and editing items as the user specifies. The user cannot
change the knowledge base directly. but rather must request anv changes through the
svstem. The system 1s aware that the user typically wants to do the tasks mentioned
above (and the user knows this about the system) For each such user task. the
svstem has a plan. i.e.. a data structure. specifving the steps (many of which are plans
of some complexity) to complete the plan. including pre and post conditions. The set
of all plans. the user potential plans. are the plans 1t wili use to interpret the user's

utterances.

Consider the following dialogue between user and system.

Discourse 3

User 1. Show me the general concept for "employee"
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Svstem. 2. <Display of concept 1n mid-—-screen. The concept has assoclated
terms for first name. last name. Social Security number and job ID
number. >

User 3 I can't fit a new 1instance below it.
4 Can vou move 1t up”

177
‘<
v
—~
]
3
w

Yes <moves displaved concept up to top 13 of screen -

Ok. now display a new 1nstance concept for emplovee
The first name 1s "Sam” and the last name 1s “Jones”
The Social Security number 1s 111-22-3333

c
w
o
o
“1 0

(w5}

After D3—-1. the svstem recognizes. via rules of the conventional use of English,
wantl. 1 e . that the user wants the svstem to benheve that the user wants the system
to show the user a knowledge base general concept called emplovee. This want :s the
post-condition of & plan byv the user to sav an imperative utterance with a show-verb
with agent <svstem.», recipient <user> and object a knowledge base 1tem (<kbi1>) (see
figure 10) This plan and one lhike it for declaratives are the user's plan for getting
the svstem to show & piece of the knowledge base (as illustrated?® 1n figure 10.).
Getting a show 1s the first step in the add-new-instance-by-graphics and edit-
concepts plans given in figure 11 The check-out plan has only one step. getting an
inform. which can be either the user getting & show or getting the system to describe

in Enghish the knowledge base item.

The plan parser searches through these plans starting with wantl as the post-
condition of saying an 1mperative show utterance. The parser recogmzes that it has

seen an act that is the first step of the plans check-out any general concept, add-

2°Only some of the pre— and post-conditions are shown here.

122

D

‘o . -
.
DAY

A

3
o

-7

i

-~

aan. . o PP R R ey Py Py

prsip.

Py



- Report No. 5694 Bolt Beranek and Newman Inc.

Get <user>(Inform <system><user><kbi><screenloc>)” - 7
OR - (Get <user>(show <system><user><kbi><screenloc>))

. a” s 1 ~ LR I
. \' :n:r.".t.l:l l” A '.- - ,'.. -.-"

ff - (Get <user>(describe <system><user><kbis))

Get <user>(Show <system><user><kbi><screenloc>) f:
- OR - (Say <user>(Tmperative-utterance show-verb<system> L
5

<user><kbi><screenloc>)) -
post-condition: <system>believes<user>wants
Show<system>»<user><kbi>
- (Say <user>(declarative-~want-utterance
Show-verb <system><user><kbi>))

R
1y "

- 3
r L
FIG. 10 PLANS TO SAY. GET-INFORM AND GET-SHOW .’.
-:‘\
.
. Ny
Check-out <user><Kbi><system><screenloc> jt
(Get<user><system> (Inform <system><user><Kbi><screenlocs)) -
Add-new-instance-by-graphics <user><system><Kbi><Kbii><screenloc> -
'I (Get <user> (show <system><user><Kbi>)) <
.- (Put <user><Kbi><screenloc>) i
precondition of add : (Instance-of-concept Kbii Kbi) ::
‘o >
R Edit <user><Kbi><system><value><name> S:
(Get <user> (show <system><user><Kbi>)) .
- OR - (Get <user> (Edit <system><Kbi><value>)) o
- - (Get <user> (Edit <system><Kbi><name>)) o
- ‘o
2
¢ FIG. 11, PLANS TO CHECK-OUT,ADD-INSTANCE AND EDIT bt '
-\,:f a-new-instance—bv-graphics of a general concept and edit a general concept.
-~ 123
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A,

.
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l.l.
F vl

Unable to distinguish which of these i1s underway. the parsing halts while remembering
that the edit. add and check-out plans are its three best alternatives for now. Given
no further means of deciding whv the user has his current wants. 1t decides just what
capacities to bring to bear on the user s wants (1.e. how best to show the concept).
and plans its response Had the svstem been aware that in fact the user was going to
add & new instance of the concept. it might have chosen to place the information on

the screen higher up

Utterance D2-3 provides the system with two user intentions.

o the user wants the svstem to believe the user wants to fit a new instance
below the general concept.

o and user wants the svstem to believe the user believes the user cannot fit
one there

The plan parser must determine what these wants convev about plans. It 1is also
expecting that at ieast one of these wants expresses approval or disapproval of the

svstem s previous action.

The definition of the add-instance-bv-graphics plan savs the user must put a
new instance of the general concept at some screen location (The details of the put

plan specifv either getting the svstem to show the instance on the screen or the user

using a mouse to draw 1t on ) Wanting to fit a new instance concept below the general
K concept is a put act 21 5o the parser can conclude that in fact the add-instance-by
. graphics plan 1s 1n effect (the other plans are excluded because their next steps are
4
. 21The parser has o small synonymy lexicon, which it uses to tell it that if it is alreody b
. trying to match "fit" to "put", the motch is okay. The lexicon does not tell the parser o
:‘/ what matches to try, but rather approves, or disapproves matches the parser suggests. :'_- :‘
-;" S 'F
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different). The parser also asks if this add-instance plan 1s part of some other plan
Here 1t fails to find anyv such plan. and so 1t turns to the other want. about a belief
that the user believes the user cant fit a new instance below the general concept

"emplovee’

This want corresponds to the parser's expectation about some comment on the
last action. 1n fact it 1s a disapproving comment. The comment 1s the first step 1n one
of the debug plans the svstem attributes to the user. namely debugging the step of
fitting a new instance 1n Normally the parser would expect that the step to be
debugged 15 the display step. but by explicitly naming the next step. the user draws

attention to that one

Debug <user><step><condition><system><action>
OR - (Inform <user><system><condition>)
- (Inform <user><system> (not (can user<step>))
(Bring-about<user> (do <system><action>))

Bring-about <user><system><action>-
(Determineif <user><system> (can <system><action>))
(Get <user><system> (<action><system>))

Determineif <user><system> (can <system><action>)
(Get <user><system>(Inform <system><user>
(Can <system><action>)))
precondition: (not:[<user>believe('can '<system>'<action>)])

FIG 1z PLANS TO DEBUG. DETERMINE-IF AND BRING-ABOUT

Illustrated 1n figure 12, the plan to debug a fitting 1n an instance has two steps.
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each a plan The first step informs the svstem that the user can’'t do a step (and

thereby cause the svstem to believe the user believes the user can't do the step of r.!
fitting 1n). while the second step brings about some action bv the system (where the .
action to be done must have the effect of establishing at least one of the o
preconditions of the fitting an instance act). The preconditions of fitting an instance -~
at & screen location are that the screen location s empty and that there 1s enough
room for the instance to be placed at that location. When the action to be done 1s
chosen. the parser will have to check that that action establishes one of the above

preconditions.

A3,

LA

Before the parser can accept the debugging plan as a plan that 1t 1s to Si‘
recognize. 1t must be certamn that there 1s a fitting step 1n some other plan. To do .
so. the parser checks on the relation between this debugging plan with other plans it "‘::f
has recognized f(1.e.. the add-—-instance—bv-graphics). The parser finds the plans o
related because the next step of add-instance-bv-graphics 1s the step being “‘
debugged. Thus the parser 1s able to determine a relation between two plans when no ,::
discourse marker has appeared 1n the discourse to indicate that there 1s more than
one plan under active consideration. Because the debug plan 1s a debugging. the ::
parser also concludes that the add-instance—-by-graphics plan i1s suspended for the
moment. and the parser stacks the add plan to return to once the debug plan 1s E:.;
completed -

The parser also tries to see 1f debugging 1s a step 1n some more abstract plan,
but 1t finds none. so 1t concludes its decision making until additional utterances 3—:
occur. . N
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The user continues his comments to the svstem by asking “Can you move 1t up?”
The svstem takes this question to mean that the user wants to determine if the svstem
can do an action of moving up the concept called emplovee People typically ask “Can
vou’ questions either when theyv must find out 1if the hearer can do some action or
when thev alreadv know the hearer can but want to give the hearer the option of not
performing the action. When the system does not know 1f the user 1s aware of what 1t
can do. 1t recognizes the ‘can vou” question as the step in a "determineif’ plan
t1llustrated in figure 12). It also recognizes that the determinif plan is the first step
of a bring-about plan. A bring-about plan with an action of moving up 1s indeed the
next step of the debug plan if and onlv if the effects of moving up establish a
precondition of the fitting in step Since the parser concludes that such effects hold.

1t recognizes the next (and final step) of the debug plan.

Because bring-about has two steps (see figure 12), namely. the user determines
if the svstem can do a move—up and then gets the system to do a move—up. the
svstem has further expectations to act on. But since it knows the user 1s bringing
about a move—up. when 1t begins to plan 1its response, it can decide to perform a
move—up (as well as answer the question asked) as a kind of helpful behavior. One
may want to argue that, in fact, performing a move—up action 1s intended because the
svstem knows about the user's more general plan to bring about the move—up In the
case of human dialogue participants | would agree with this claim. but it's still
unclear what intentions people wish machines to perceive about uncompleted parts of

their plans

Once the system responds to the user's requests in D3-3 and 4. the user
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continues the dialogue with D3-6. Before the utterance 1s made. the system already
knows that the emplovee concept has concepts associated with it by relations named
“first name”, "last name” and "Social Security No*“ When asked to display a new

concept, the syvstem 1s aware that these relations mav be specified.

The first part of D3-6. "ok.” serves two purposes. to approve of the last
response and to indicate the end of a plan. Since 1n the system | have bult. the plan
parser 15 not coordinated with a discourse marker parser, this latter information 1s
not available. and so the parser must choose its next step by just following what's left
1in 1ts current plan and suspended plans. Since the bring—-about plan and debug plan
have no more steps. it considers them complete and returns its attention to the add-
instance-by-graphics plan. with the current step as putting some instance at some
screen location. Since displaving 1s putting for this situation. the parser recognizes
the utterance’s intention (which 1s that the user wants the syvstem to believe that user
wants the svstem to displayv an instance concept for emplovee) as putting the instance
concept 1n the location below the general concept. The user did not state the
location of the display in D3-6. but assumes nevertheless that 1it's known because of
the plan recognition that has occurred previously. The parser has the proper location
information (1.e.. below the general concept) because 1t was understood during the
plan parsing following D3-3.

22

When the plan parser begins to interpret the beliefs the user wants in D3-7

22These beliefs are that the user wants the system to beiieve tha! the user believes that
the first name is "Sam" and the last name "Jones," and that the Social Security number is
111-22-3333.
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and 8. 1t proceeds just as was discussed for the discourses about singing Yankee
Doodle. The parser asks itself why the user wants the system to have these beliefs,
and asks for the referents for the definite noun phrases. These phrases refer to the
relations of the new instance concept 1n the step of the add-instance plan being
continued. Hence. 1t takes these user intentions (for the svstem to believe) to be
mtended because theyv further specify the put step 1n the add-new-—instance plan.
These intentions do not tell the parser about new plans nor about new steps. They

describe an existing plan step further.

This last assertion should seem quite obvious to the reader. Making 1t obvious
to a machine depends crucially on the plan parsing process going bevond the
conventional 1ntentions of a declarative utterance. Because the plan parser 1s aware
of a plan with a particular step and because 1t can recognize what user intentions are
expressed in an utterance for that plan. 1t can conclude that the user wants the
system tec have beliefs about the last name and first name of the instance being
displaved and not simply to have some more behefs. The svstem 1s to use those
beliefs in the displav act. Using those beliefs 1n creating & display 1s the response
people would say the user intended. Hence the plan parsing process has helped

determine the intended response by recognizing the speaker s plans

This scenario 1llustrates the role of speaker plan recognition i1n the intended
response recogmtion It shows that by understanding the speaker’'s plans, the hearer
can determine information about how it 1s intended to respond that 1s not directly
stated (e.g, the location of below employer for the display of a new concept), and how

to chunk several utterances that convey info. mation about one intended response (as
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in D3-6-8) By understanding the speaker's plans, the hearer can choose an action
that 1s helpful, but not intended. not on linguistic forms such as '"Can you" but on the s

basis of what the speaker 1s actually doing. -

"
»
taCaTacal . A NeArSeth e W NN Al r B

This scenario also demonstrates the wutility 1n recognizing the units of the o

discourse structure. The hearer needs to know enough about the discourse structure

>
.
IS B VLU IY LI

to judge when the speaker has finished saving all the utterances that convey a

.
>
»
Al

particular intended response and thereby to find the end of a discourse unit.

-

Discourse markers help the hearer determine the end of a umt. The discourse ‘o

markers also provide the hearer with some indirect information about the connections

N

between the various intended recognition plans. Further research will be needed to -

explore a discourse marker passer and to build it 1n a cascade. or other process .

connection. to & plan parser e

oL

This paper has explored a theorv of speaker intention understanding in .~

discourse. I have illustrated how a hearer can recognize the overall plan behind a =

speaker’'s communications 1n & discourse. | have shown how the discourse may be
divided into units interpreted around the speaker's intentior.. Parsing the speaker's ‘;
Ny
intention as part of a plan requires information that can be provided by discourse

R W

; markers They are needed to reduce the processing load i1n parsing the intentions :
. conveyed 1n utterances I have 1llustrated that the combination of plan parsing, S
::-: recognition of the information available in discourse markers and recognition of the :-j: X
s .
i units that form a discourse all contribute to determining the response the speaker :
°® intended. T
- -
:..- :"n ;
h.': .':- l‘
|
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j'_:'_ 7. REPAIRING REFERENCE IDENTIFICATION FAILURES BY RELAXATION

-
L~

T Bradlev A. Goodman

N

o

::;: B 7.1 Introduction

= |

. Our goal 1s to build robust natural language processing systems that can detect
'~...:< and recover from miscommunication. This requires a study on how people communicate

h and how thev recover from problems 1n communication This paper summarizes the

:\. X results of & dissertation [14] that investigates the kinds of miscommunication that
;: - occur in human communication with & special emphasis on reference problems, 1e..
;E ::.‘C problems & listener has determining whom or what a speaker 1s talking about. We
g , have written computer programs and algorithms that demonstrate how one could
.“.‘(' ‘::f handle such proolems 1n the context of a natural language understanding svstem. The

U I |
AR ]
LI W%

-

stuav of miscommunication 1s & necessary task within such & context since any

o~
- 3

computer capable of commumecating with humans 1n natural language must be tolerant

S~

';" .. of the imprecise. 1li-devised or complex utterances that people often use.

- '
.. .r._f

v | Our current research [32. 33] views most dialogues as being cooperative and goal

.‘:-': directed. 1.e. a speaker and listener work together to achieve a common goal. The

'.‘::-, ::-f interpretation of an utterance involves identifying the underlving plan or goal that the

‘. i utterance reflects [7. 1. 30] This plan. however. 1s rarely. if ever. obvious at the {
. ~—

g ',_ surface sentence level. A central 1ssue 1n the interpretation of utterances 1s the

ENIAY

:-: transformation of sequences of 1mprecise. ill-devised or complex utterances into

WSS

IS A well-specified plans that might be carried out by dialogue participants. Within this

... '

AN context. miscommunication [26] can occur. .
‘. - [
. - .
2 )
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We are particularly concerned with cases of miscommunication from the hearer's
viewpoint. such as when the hearer is 1nattentive to. confused about, or misled about "
the 1ntentions of the speaker. In ordinary exchanges speakers usuallv make
assumptions regarding what their listeners know about a topic of discussion They will

leave out details thought to be superfluous [3. 21]. Since the speaker really does not

know exactlv what a listener knows about a topic. 1t 1s easy to make statements that \1
can be misinterpreted or not understood by the listener because not enough details oy
were presented Two problems that could be encountered by the listener during =
-:5-\. interpretation of an utterance include incorrectly identifying the action requested by '.-:T
\":3" the speaker and msinterpreting the beliefs and context of the speaker. Another -
S principal source of trouble 1s the description constructed by the speaker to refer to _i
an actual object 1n the world. The description can be imprecise, confused. ambiguous | )
or overlv specific. 1t might be interpreted under the wrong context. This leads to "3

difficulty for the listener when figuring out what object 1s being described, that 1s.

Yl

{

reference 1dentification errors. Such utterances and descriptions are "ill-formed”

mput. The blame for ill-formedness may he partlv with the speaker and partly with ~

[

o

the lhistener. The speaker may have been sloppy or not taken the hearer into o

consideration. the listener may be either remiss or unwilhing to admit he can't =

understand the speaker and to ask the speaker for clarification. or may simply feel ’

.

that he has understood when he 1n fact has not. :-"

E o

DR This work 1s part of an on-going effort to develop a reference identification and o

CRIR p L.h
-.‘:~

o plan recognition mechanism that can exhibit more "human-like” tolerance of such -

- 2

® utterances Our goal is to build a more robust system that can handle errorful L

. . utterances. and that can be incorporated i1n existing systems. As a start, we have N

N

Y
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concentrated on reference identification. In conversation people use 11mperfect
descriptions to communicate about objects. sometimes their partners succeed n
understanding and occasionally they fail. Any computer hoping to play the part of a
listener must be capable of taking what the speaker says and either deleting. adapting
or clarifving it. We are developing a theory of the use of extensional descriptions
that will help explain how people successfully use such imperfect descriptions. We call

this the theoryv of reference miscommunication.

Section 7.2 of this paper highlights some aspects of normal communication and
then provides a general discussion on the tvpes of miscommunication that occur in
conversation. concentrating primarily on reference problems and motivating many of

them with illustrative protocols. Section 7.3 presents possible wavs around some of

the problems of miscommunication 1n reference. Motivated there 1s a (partially

completed) implementation of a reference mechanism that attempts to overcome many

reference problems.

We are following the task-oriented paradigm of Grosz [15] since 1t 1s easv to
study (through videotapes), it places the world 1n front of vou (a primarily extensional
worldi. and 1t hmits the discussion while still providing a rich environment for complex
descriptions. The task chosen as the target for the system is the assembly of a toy
water pump. The water pump is reasonably complex., containing four subassemblies
that are bult from plastic tubes, nozzles. valves, plungers, and caps that can be
screwed or pushed together. A large corpus of dialogues concerning this task was
collected by Cohen (see [6, 9, 10}). These dialogues contained instructions from an

"expert” to an "apprentice” that explain the assembly of the toy water pump. Both
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participants were working to achieve a common goal — the successful assembly of the
pump. This domain is rich in perceptual information. allowing for complex descriptions ;-a‘
of elements 1n 1t The data provide examples of imprecision, confusion. and ambiguity -
as well as attempts to correct these problems. :;’::
~
The following exchange exemplifies one such situation. Here A 1s instructing J to “
assemble part of the water pump. Refer to Figure 13(a) for a picture of the pump. A k)
and J are communicating verbally but neither can see the other. (The bracketed text B
in the excerpt tells what was actually occurring while each utterance was spoken.) "S:
Notice the complexityv of the speaker's descriptions and the resultant processing -
required by the lhistener. This dialogue 1llustrates when listeners repair the speaker's "%
description 1n order to find a referent. when they repair their initial reference choice .
once thev are given more information. and when they fail to choose a proper referent. ::j:
In Line 7. A describes the two holes on the BASEVALVE as ''the httle hole.” J must T
repair the description. realizing that A doesn't really mean "one” hole but 1s referring “!
to the “two"” holes. J apparently does this since he doesn’'t complain about A's .‘
description and correctly attaches the BASEVALVE to the TUBEBASE Figure 13(b) -
shows the configuration of the pump after the TUBEBASE 1s attached to the MAINTUBE ;'
in Line 10 In Line 13, J interprets "a red plastic piece” to refer to the NOZZLE. N
When A adds the relative clause "that has four gizmos on it.” J 1s forced to drop the E'
NOZZLE as the referent and to select the SL/IDEVALVE. In Lines 17 and 18. A's _
description “the other--the open part of the main tube the lowes valve” 1s :\:
ambiguous. and J selects the wrong site, namely the TUBEBASE. 1n which to insert the i~
R
SLIDEVALVE. Since the SLIDEVALVE fits. J doesn’'t detect any trouble. Lines 20 and 21 :-:':
keep J fron; thinking that something 1s wrong because the part fits loosely. In Lines o
G
138 -
i
~
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SPOUT on the TUBEBASE.

A 1 Now theres a blue cap

that has two little teeth sticking
out of the bottom of 1t

W

J 4 Yeah.

A. 5 Okav. On that take the
6 bright shocking pink piece of plastic

J. 8. Okay

A 9. Now screw that blue cap onto
10. the bottom of the main tube

J 11. Okay
A 12 Now. thirve's a—-
13. a red plastic piece

14. that has four gizmos on it.

J 15 Yes

17. the other--the open

‘ft 18. part of the main tube, the lower valve.
I 139
q

~

~ e

o

]

\ -

¢ u

.
voe 4

Bolt Beranek and Newman Inc.

27 and 28. J indicates that A did not give him enough information to perform the

requested action. In Line 30. J further compounds the error in Line 18 by putting the

Excerpt 1 (Telephone)

[J grabs the TUBEBASE]

[J puts down MAINTUBE
BASEVALVE]
T and stick the little hole over the teeth.
[J starts to install the BASEVALVE, backs
it again and
then goes ahead and installs

[J screws TUBEBASE onto MAINTUBE]

[J starts for NOZZLE]

[J switches to SLIDEVALVE]

A 16. Okav Put the ungizmoed end in the uh

(R
X N

£, e

) o

Y IIRAD |
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S g
A [J puts SLIDEVALVE into hole in TUBEBASE,

(t ’ but A meant OUTLET2 of -

. MAINTUBE] f’!
I.\.

~ J 19 All nght
l.‘v ‘.':
-Qn '\-
T A 20 It just fits loosely It doesn't s

21 have to fit right Okay. then take

- 22 the clear plastic elbow joint. 'L‘!
T [} takes SPOUT] -
T
o J 23 All nght -
e <.
- >
‘ A 24 And put 1t over the bottom opening. too. ”

[J tries installing SPOUT on TUBEBASE] ..
- J. 25 Okay.
o A 26 Okay. Now. take the-- -

o

e J. 27 Which end am | supposed to put 1t over”

' - -

g 28 Do vou know” e
A 1'.;
o A 29 Put the—-put the——the big end—- “
{ 30 the big end over it "i
~os [J pushes big end of SPOUT on TUBEBASE, -
xy twisting it to force it on] )

' 7.2 Miscommunication
4
-‘.--, h_‘
St People must and do manage to resolve lots of (potential) miscommunication 1n
o>
::'_-',, evervday conversation. Much of it 1s resolved subconscilously -~ with the hstener t_,
- . T
® unaware that anything 1s wrong. Other miscommunication 1s resolved with the listener
= -~
RO actively deleting or replacing information in the speaker’'s utterance until it fits the
\:'l_: current context Sometimes this resoclution is postponed until the questionable part of ‘
\.:_.. ..-'
. the utterance 1s actually needed. Still, when all these fail, the listener can ask the '.__
-

f:-" speaker to clarify what was said. -
.IxJ L\‘
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Plunger (bue)
(clean !

Nozzle & violet)

(blue) (blue)
Air ) © s

Chamber Oatletll . l Main oo
r outlet2: k ol
i ,’;“|. Lolet)
Seout \ 1 | S?'{-,-:) ,‘_"" (gneen)
{cLean] Slide valve

(ned)
Plug é (ned)

Base Valve ( z(pi-ﬂk)

O-Ring D (btack)
Tube Base @ {blue)

¥
(a) Stand Q‘ﬁg’; (v)

FIG. 13 THE TOY WATER PUMP

There are manyv aspects of an utterance that the listener can become confused
about and that can lead to miscommunication. The lstener can become confused
about what the speaker intends for the referents. the actions. and the goals described
by the utterance. Confusions often appear to result from conflict between the current
state of the conversation (the context or focus {15. 24. 31]). the overall goal of the
speaker [7]. or the manner in which the speaker presented the information. However,
when the listener steps back and is able to discover what kind of confusion 1s

occurring. then the confusion can quite possibly be resolved.
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*.:_-.
N 7.2.1 Causes of Miscommunication
t I
j{f:{ This section attempts to motivate a paradigm for the kinds of conversation that -
_':::_:' we studied and tries to point out places 1n the paradigm that leave room for ::-,
‘;_:. ..'
o miscommunication
=
7.2.1.1 Effects of the Structure of Task—Oriented Dialogues
l~:::: Task-oriented conversations have & specific goal to be achieved. the
' performance of a task te.g.. [15]). The participants in the dialogue can have the same ‘
:';{:'. skill level and they can simply work together to accomplish the task. or one of them, -:.'
S
.‘_:{f the expert, could know more and could direct the other. the apprentice. to perform
e,
".‘"' the task. We have concentrated primarily on the latter case - due to the protocols .,
. -
_: that we examined - but many of our observations can be generalized to the former
:::‘::: case. too. We will refer to this as the apprentice—expert domain. .'::
L) -
1:{1:.

Jal:

The viewpoints of the expert and apprentice differ greatly in apprentice—expert

exchanges The expert. having an understanding of the functionality of the elements

L,
lll.)ﬂ

in the task. has more of a feel for how the elements work together. how they go
together. and how the individual elements can be used. The apprentice normally has k|
no such knowledge and must base his decisions on perceptual features such as shape

[16]

The structure of the tesk affects the structure of the dialogue {15], particularly

through the center of attention of the expert and apprentice. This 1s the phenomenon

‘:_—
called focus {15, 24, 31], which. 1n task-oriented dialogues 1s a very real and Py
N operational thing (e.g., focus 1s used in resolving anaphoric references). Shifts ﬁx !
..‘ :\- |
- .,'< -
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focus correspond directly to the task. its subtasks, the objects in a task and the

‘ n subpieces of each object. Focus and focus shifts are governed by many
\' o rules [15. 24. 31]. Confusion may result when expected shifts do not take place. For
:;-: example. 1f the expert changes focus to an object but never discusses 1ts subpieces
v tsuch as an obvious attachment surface) or never bothers to talk about the object
) reasonably soon after its introduction (1.e.. between the time of its introduction and
. L
N its use. without digressing 1n a well-structured wav in between (see [24])). then the p
apprentice may become confused. leaving him ripe for miscommunication. The reverse
::" :_' influence between focus and objects can lead to trouble. too. A shift 1n focus by the
:': expert that does not have a manifestation in the apprentice’'s world will also perplex
RN .
s the apprentice d
L)
- v
e e
':’: " Focus also mnfluences how descriptions are formed [16. 3]. The level of detail
.': E required 1n a description depends directly on the elements currently highlighted by
» the focus. If the object to be described 1s similar to other eiements 1n focus, the
’; 3- expert must be more specific in the formulation of the description or mav consider -
- shifting focus away from the possibly ambiguous objects to one where the -embiguity
- ¥ won't occur
o
2 7.2.1.2 Influences on Miscommunication
.-\' :_
~T Discrepancies 1n  knowledge between the speaker and listener can cause
]
-, = miscommunication. These disagreements can occur because the lhistener does not bring p
\ ’ sufficient knowledge to the task. They also can occur because the speaker fails to
:'.J -
-,, o convey enough 1nformation in each utterance to bring the listener up to a level of
‘_.,. knowledge sufficient to perform the task (that knowledge becomes shared or mutually
L5 :‘-
',: x'
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believed knowledge [6. 23. 17. 22]). For example. differences between speaker eand

listener. such as what each believes about the other. can lead to false assumptions -
that each may use when interpreting the others utterances. Knowledge differences,
though. also provide a means to help detect miscommunication. For example, a
listener's knowledge about the world in which the task 1s taking place can provide a ™

way of checking whether or not a speaker s utterance 1s realistic or not.
Knowledge the Listener Brings to the Task

In apprentice-expert dialogues such as those 1n the water pump domain. the .
knowledge brought to the task by a naive apprentice 1s limited to four principal areas.

(1) language abilities. (2) perceptual abihities to 1dentify objects. (3) past experience

and knowledge in assembling objects. and (4) the abihity to perform trial-and-error -
tests 1n the real world The language abilities of the apprentice allow him to follow {;T
N

the flow of information provided bv the expert in his utterances and descriptions.

Syntactic. semantic and pragmatic knowledge compose this knowledge about language.

v‘h F:

A more detailled description of these knowledge sources can be found 1n

P4

[27. 13. 33. 14} "::'
A

Perceptual abilities include the recognition of physical features of an object N
surh as size. shape. color. location. composition and transparency. The fineness of o~
each category's partitioning varies among 1ndividuals. For example, some people know R
mcre color values than others. An expert, thus, must use only basic level descriptions '_\
in each category until the apprentice demonstrates a broader knowledge or the expert '
can familiarize the apprentice with other values. ;:
[

|\.

The past experience someone has with objects provides a method for the expert r::.
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to tie a description down to a common point of view. If an object has a familiar name.
the expert can refer to it bv that name. The expert can also refer by making
analogies to everydav objects as a model for the apprentice in his selection of a
referent. The analogies can be through the shapes or functions of everyday objects.
The same holds true for actions - past experience makes it easier for the expert to

describe an action to the apprentice.

Finally. the apprentice brings to a task the ability to perform simple tests. He
can experiment to determine whether two pieces can be attached. In the water pump
domain. attachment 1s performed by pushing. twisting or screwing one object i1nto or
onto another. During and after the attachment process. one can determine how good
& fit 1s by noting the compatibility of the shapes of the attaching surfaces (and this
can be used to align the surfaces) and bv checking the snugness of the fit once the

objects are attached.
The Knowledge Transferred in an Utterance

At least two kinds of knowledge are conveved 1n an utterance. For this paper
we will focus on task knowledge [15] and communicative
knowledge {29. 7, 24, 1. 28. 2, 19]. Task knowledge 1s knowledge about the specific
domain. It has three aspects in the water pump domain. (1) the objects, the set of
parts available to accomplish the task (the real world). (2) the actions, the set of
physical actions available to the listener. and (3) instructions linking objects and
actions together to achieve some goal. Communicative knowledge consists of speech
acts. communicative goals, and communicative actions. Speech acts are underlying
forms that are performed by the speaker in making an utterance (e.g., REQUEST,

INFORM) [29. 7. 1]. Communicative goals reflect the structure of the discourse (e.g.,
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-3

e
LT
]

PAE )

o -
‘;-.‘ ':-:
‘:: setting up a topic, clarifying. or adding more information [2]) and express how the
{
__ utterance 1s to be understood and hence how the task it examines is used. A =3
.: communicative act 1s a way of accomphishing the communicative goal that one wants to .
:::-:: convey (e.g.. communicate the goal. communicate the object's description. communicate -
rd the action}) Onlv some of the possible communicative acts may be reasonable at any . -
‘::::: one time to accomplish the current communicative goal [25, 2, 19]. ‘
A R
-~
(, Trouble i1n communication can occur due to the way the information was
'.I. -
LY transferred (1.e.. communicative knowledge) or the content of what was transferred ..:~:
.‘\I ‘».‘
o,
o {1e.. task knowledge} Problems can occur with the task knowledge when the speaker
W e
-." n."
. 1s unaware that (1) the lhistener has a different view of the task. (2) the listener 1s -t
® -4
o
Y considering a different subset of objects. or (3) the histener 1s considering a different .
* o s’
- N
:.~, subset of actions Difficulties with communicative knowledge are also possible. The ‘-":
4
N-l
-y speaker mav use the wrong speech act (eg.. utters something (inadvertently) that o
(]
N would be conventionally interpreted as an INFORM when meant as a REQUEST) or the -
J‘: listener errs when interpreting the speaker's intention (e.g., the speaker may be o
.:__-‘ \
",'_ INFORMing the listener that the blue cap fits around the end of the tube but the
) -
G histener might interpret the utterance as a REQUEST to actually place the cap around ]
R A
:-\, the end of the tube) In both cases 1t 1s the effect of the speech act that causes the
-2 -
'_\: trouble since 1t 1nfluences what the listener will do with what was said (1.e.. what are ::{
,‘ the proper responses) Finally. communicative knowledge can cause mistakes and ~
%}: confusion 1if the lhistener and speaker differ on the communicative goal (e.g., the <
TS
ﬁ'_“. listener might think the speaker 1s clarifying previous information when, in fact, the
» S
-\.\- ‘.'
T speaker 1s adding new information). They will feel they are communicating at cross e
A purposes - leading to frustration. N
5
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7.2.2 Consequences of Miscommunication

In this section we will make it clear that people do miscommunicate and yet they
often manage to fix things. We will look at specific forms of miscommunication and
describe wavs to detect them We will highlight relationships between different

miscommunication problems but won't necessariy demonstrate ways to resolve each of

them.

7.2.2.1 Instances of Miscommunication

There are manv wavs hearers can get confused during a conversation. Figure
14 outhines some of them that were derived from analyzing the water pump protocols.
This section defines and 1illustrates many of them through numerous excerpts. Each
excerpt 1s marked 1n parentheses to show what form of communication was used (see
[8]). Each bracketed portion of the excerpt explains what was occurring at that
point 1n the dialogue. The confusions themselves, coupled with the sketch at the end
of this section on how to recognize when one of them is occurring. provides motivation
for the use of the algorithm outlined m Section 7.3 as & means for reparing
communication problems. We will only discuss referent confusion 1n this paper. The

other forms of confusion - Action. Goal. and Cogmitive Load - are described 1n

(12. 14]

Referent confusion occurs when the hstener 1s unable to correctly determine
what the speaker 1s referring to with a particular descriptlon.z"s It occurs when the

descriptions 1n the utterance are ambiguous or imprecise. when there 1s confusion

2354¢ [35, 15, 34, 31, 25, 13, 14]for discussions on the identification of referents.
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I\..
._.:t. .'.\:.
s f..
( ' Conjyusions s
=~ / -
T/
\‘_. N )
w5 )
.s_‘ J L
LY Referent Confusion Action Confusion Cognitive Load Confusion
v -
o - TN . N 3
-". / /_/ \ / ~\‘ ‘\ 7
- e \ / R N ’
A Improper Wrong Incorrect Action Goal Goal Cognitive inati
‘_:-. Focys / Context Context Incompatidility Focus lncompoa‘;ibility Sp:gijlicity D;_n:’n;t;'nl
"
N Description dad  Erroneous Action Goal g
.:. Incompdgsallty Analogy Speciticity Speciticity Redundancy Spofg:'éity o
‘..:_. .-
a0 -
:::.'
" . N
g FIG. 14 A TAXONOMY OF CONFUSIONS L‘
between the speaker and listener about what the current focus or context 1s. or when ;'(
l‘
»
the descriptions in the utterance are either incorrect or incompatible with the
g current or global context '—‘
s =
\.-: Erroneous Specificity .
n"'n- .-\
N N
:-_-:. Ambiguous (and, thus. imprecise} descriptions can cause confusion about the .
A
referent. Excerpt 2 below 1llustrates a case where the speaker’'s description 1s -4
Y - e
RS ~
E . o
q . underspecified - 1t does not provide enough detail to prune the se: of possible
1%
F ki)
g referents down to one. v
e Y
N
o
s =
o
woe Excerpt 2 (Face—to—Face)
.-:‘:: !
Ay :.\
(] S. 1. And now take the httle red -
DD 2. peg. 7
NN [P takes PLUG] W
A 4
e LY
AN -
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<

ST

e o

'P_’ .

'\) h YN

:4 3. Yes.

i

. and place 1t 1n the hole at the
3 green end.

-
g 2
b

A [P starts to put PLUG into OUTLET2 of
SIS MAINTUBE]

\:, %’ 6. no

b ¢ . 7 the--in the green thing
N [P puts PLUG into green part of PLUNGER]
SO P 8 Okay

SO In Line 4 and 5. S describes the location to place a peg into a hole by giving spatial

_, .-::: information. Since the location 1s given relative to another location bv “in the hole at
::E ~ the green end" 1t defines a region where the peg might go instead of a specific
-:-".E 'i_ location. In this particular case. there are three possible holes to choose from that
:. are near the green end. The listener chooses one - the wrong one -~ and inserts the
::'_ :: peg 1nto 1t. Because this dialogue took place face to face, S 1s able to correct the
::“_ . ambiguity 1n Lines 6 and 7.

4 2

. -, A speaker's description can be imprecise in several possible ways. (1) It may
AR,

‘, g contain features that do not readily apply in the domain. In Line 3. Excerpt 3, the
.’ !_ feature “funny” has no relevance to the listener. It 1s not until A provides a fuller
,' description 1n Lines 5 to 8 that E is able to select the proper piece. (2) It may use a
“E E:: vague head noun coupled with few or no feature values (and context alone does not
2 - necessarily suffice to distinguish the object) In Excerpt 4. Line 9, “attachment” is
f.: : vague because all objects in the domain are attachable parts. The expert's use of
:::.: . “attachment” was most likely to signal the action the apprentice can expect to take
':-\; :5 next. The use of the feature value "clear” provides little benefit either because three
g ~ clear. unused parts exist. The size descriptor "httle" prunes this set of possible 1
:: ':-.
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> =
' .
" referents down to two contenders. (3) Enough feature values are provided but at .
¢ least one value 1s too vague leading to trouble. In Excerpt 5, Line 3, the use of the -
"'\ - R
L
- attribute value "rounded” to describe the shape does not sufficiently reduce the set :
S ...:
s of four possible referents (though. 1n this particular 1nstance. A correctly 1dentifies 1t) ::'
) because the term 1s applicable to numerous parts in the domain. A more precise
Calt g
'_‘;' shape descriptor such as “bell-shaped” or “cyh:'1rical” would have been more 0l
. beneficial to the listener. LS
L ,’l ,"Qj
( 1 Excerpt 3 (Telephone) N
1:: E 1. All nght. . '
-'- . »
X d
-, 2 Now % L
-, \.".
. o
bt 3 There's another funny little
e 4 red thing. a |
e [A is confused, examines both NOZZLE and N
- SLIDEVALVE] NI
. 5. little teeny red thing that's
- 6 some--should be somewhere on N
{ 7 the desk. that has um—--there's
et 8 hke teeth on one end -
N [E takes SLIDEVALVE]
- N
NG A. 9 Okay <
’ E 10 Its a funnv-loco—~hollow. o
‘4 11 hollow projection on one end j '
W 2 and then teeth on the other o
s
P .,
:'\ .‘_ .
:_ Excerpt 4 (Teletype) q’.‘ !
:-'. l_.‘.
.:::: A 1 take the red thing with the >
o 2. prongs on 1t S

3. and fit it onto the other hole
4. of the cylinder .
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3.
6
R 7
A 8B
9.
10

11.

~
<

13.

tn
—

[ 4V]

A 5.
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so that the prongs are

. sticking out

ok

now take the clear little
attachment

and put on the hole where vou
Just put the red cap on

make sure it points
upward

ok

Excerpt 5§ (Teletype)

Ok.

put the red nozzle on the outlet
of the rounded clear chamber

ok?

got 1t.

Improper Focus

Focus confusion can occur when the speaker sets up one focus and then

proceeds with another one without letting the listener know of the switch (1.e., a focus

shift occurs without any indication). An opposite phenomenon can also happen - the

listener may

intended one.

feel that a focus shift has taken place when the speaker actually never

These really are very simillar - one is viewed more strongly from the

perspective of the speaker and the other from the listener.

j
A
»
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S
N v
QYRS
\‘_\’ :
AT Excerpt 6 below illustrates an instance of the first type of focus confusion. In

Lo
o the excerpt. the speaker (S) shifts focus without notifying the lhstener (P) of the v!
Yo :
" switch  § provides ir Lines 1 to 17 instructions for P to attach the CAP and the ..
LS ' KK
e SPOUT to outlets OUTLET? and OQUTLETZ. respectively. on the MAINTUBE. Upon P's e
5 successful completion of these attachments. S switches focus in Lines 18 to 21 to the ~
-:Tj::_: TUBEBASE assembly and requests P to screw 1t on to the bottom of the MAINTUBE.
:'f::-' While P completes the task. S realizes she left out a step in the assembly — the -‘.'.;

- .-*
-

placement of the SLIDEVALVE into QUTLET2 of the MAINTUBE before the SPOUT 1s

sstxs:. .
, .

:::: placed over the same outlet. & attempts to correct her mistake by requesting P to \_-:

x‘: ..
o remove ‘'the pl&ts”z4 ptece 1n Lines 22 and 23. Since S never indicated a shift 1n focus

. W

4

from the TUBEBASE back to the SPOUT. P interprets “the plas” to refer to the 2:

TUBEBASE -

X

i~

Excerpt 6 (Face—to—Face) L

[P holding TUBEBASE]

S. 1 And place
) . 2 the blue cap that's left
[P takes CAP] 3

-

.\_-l' 3. on the side holes that are

-:_%_':‘ 4. on the cylinder.

v [P lays down TUBEBASE] o

o 5 the side hole that 1s farthest v
~ 6. from the green end e

| 4 (P puts CAP on OUTLET! of MAINTUBE]

. -
<
P. 7 Okay =

o -

.1‘.‘

\-: 2"l’he whole word here is “plostic.” People in general tend to be good at proceeding '

..'-:.‘- before hearing the whole utterance or even the whole word. ::;‘

e _“w -
-®,

-

’.
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YOS

YRS

e -

en T

- S. 8. And take the nozzle-looking

L and
L - I3
‘-
[Ve}

-:.:'. _._: 10.
Gl
“u 11
"
-::. oY 12.
R 13
14.
. 15
‘s
o
. "". -: 16
® '
- P 17
O
YRATIRN S 18
s 19
« I
.r::'_ 20
R 21
z ’ 22

DN
AR
4V}
w

.
s e

~ 24
N .

D 25
. 26.
LR
\. -

". - 27
J‘I »

28
..ﬂ -.-‘

e

!

.‘ -

- e

e

e

\j th

>

..........

.
.....................

. prece.

[P grabs NOZZLE]
no

I mean the clear plastic one.
[P takes SPOUT]

and place 1t on the other hole
[P identities OUTLET2 of MAINTUBE]
that s left.

so that nozzle points away
from the
[P installs SPOUT on OUTLETZ of
MAINTUBE]

right

Okay

. Now
. take the

. cap base thing

[P takes TUBEBASE]

. and screw it onto the bottom.

[P screws TUBEBASE on MAINTUBE]

. ooops.

[S realizes she has forgotten to have P
put SLIDEVALVE into OUTLET2
of MAINTUBE]

. un—undo the plas

[P starts to take TUBEBASE off MAINTUBE]
no

the clear plastic thing that I
told vou to put on
[P removes SPOUT]

. sorry

. And place the little red thing
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[P takes SLIDEVALVE]
29. 1n there first. _
[P inserts SLIDEVALVE into OUTLET2 of
MAINTUBE]
30. 1t fits loosely 1n there

Excerpt 7 below demonstrates the latter type of focus confusion that occurs
when the speaker (S) sets up one focus - the M4/NTUBE, which 1s the correct focus in
this case — but then proceeds in such a manner that the listener (J) thinks a focus

shift to another pilece. the TUBEBASE, has occurred. Thus. Line 15 refers to "the

< lower side hole 1n the MAINTUBE" for S and ‘“the hole 1n the TUBEBASE” for J. J has
5:: no wayv of realizing that he has focussed incorrectlv unless the description as he
v
interprets 1t doesn't have a real world correlate (here something does satisfy the

: description so J doesn't sense anyv problem) or 1f. later in the exchange, a conflict
:':j arises due to the mistake (e.g.. a requested action can not be performed). In Line 31.
N

-J J 1nserts a piece into the wrong hole because of the misunderstanding in Line 15.
Line 31 hints that J mav have become suspicious that an ambiguity existed but since
\':~

::-' the task was successfully completed (1.e.. the red piece fit into the hole 1n the base).
L4

\.

‘\-_'. and since S did not provide any clarification. he assumed he was correct.
. Excerpt 7 (Telephone)

:-:: S 1. Um now

o~ 2. Now were getting a little

‘:; 3. more difficult

@

J 4 (laughs)

:':-: S 5. Pick out the large air tube

'\-:. [J picks up STAND]

~ 6. that has the plunger in 1t.

® [ puts down STAND, takes

3 PLUNGER/MAINTUBE assembly]

Y

w..:',

e
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- J. 7 Okay -
S ! S. 8. And set 1t on 1ts base. K
- [ puts down  MAINTUBE, standing -
Do vertically, on the TABLE] N
v 9 which 1s blue now. 5
N 10 right? "
[J has shifted focus to the TUBEBASE]
(™ )
A J. 11 Yeah. ke
- S 12 Base 1s blue \
Lo 13 Okay.
14 Now .
( - 15 You've got a bottom hole still :
16. to be filled. >
e 17 correct? X
= -~
S
M J 18 Yeah :
B [J answers this with MAINTUBE still sitting
! on the TABLE, he shows no .
AR indication of what hole he -
- thinks is meant - the one A
A on the MAINTUBE, OUTLETZ, -
! or the one in the TUBEBASE] E
W
{ 0 S 19 Okay 4
20 You have one red plece .
CY p -
;o 21. remainming” N
3 ‘ [J picks up MAINTUBE assembly and looks {:'
, at TUBEBASE, rotating the =
' MAINTUBE so that TUBEBASE o;'
. is pointed up, and sees the ]
N hole in it; he then loocks at .
- the SLIDEVALVE] 3
) ‘.
s .y 3
N, J. 22 Yeah 2
» - o
S. 23 Okav. ()
: 24 Take that red piece -
[J takes SLIDEVALVE] o
25 It s got four hittle feet on -
26. 1t? ‘.
.
J. 27 Yeah »
o S. 28 And put the small end into '.:?f
- 155 4
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29. that hole on the air tube--
30 on the big tube. '!
J. 31. On the very bottom? .
[3 starts to put it into the bottom hole of :.-:
TUBEBASE - though he <.
indicates he is wunsure of
himself] ~
S 32. On the bottom.
33. Yes.
Misfocus can also occur when the speaker inadvertentlv fails to distingwmish the :}‘
!
proper focus because he did not notice a possible ambiguity. or when, through no
fault of the speaker. the histener just fails to recognize & switch in focus 1ndicated by ;‘é
il
the speaker Excerpt 7 above 1s an example of the first type because S failed to
o
notice that an ambiguity existed since he never explicitly brought the TUBEBASE oo
either 1nto or out of focus He just assumed that J had the same perspective as him

lal:

~ & perspective 1n which no ambiguity occurred

J

-

Wrong Context N
o o)
Context differs from focus. The context of a portion of & conversation s
concerned with the point of the discussion in that fragment and with the set of :,
objects relevant to that discussion, though not ettended to currentlv. Focus pertains
~3
to the elements which are currently being attended to in the context. For example, J
two people can share the same context but have different focus assignments within it —
N
- we're both talking about the water pump but you're describing the MAINTUBE and y

I'm describing the A/RCHAMBER. Alternatively. we could just be using different

® contexts - I think youre talking about taking the pump apart but you're talking

KA

\:-:::- about replacing the pump with new parts - in both cases we may be sharing the same ~
NS .
O -
"y
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o 1
S 1
\’.;' focus - the pump — but our contexts are totally off from cne another 2° The kinds of 3
] . n misunderstandings that can occur because of context problems are similar to those for
5:‘ o focus problems. (1) the speaker might set up or be 1n one context for a discussion
. t:.' and then proceed 1n another one without effectively letting the lhistener know of the
. f change, (2) the histener mav feel a change in context has taken place when in fact the
SEREEREN
:_: speaker never intended one, or (3) the listener fails to recognize an indicated context
~
‘EE :::; switch by the speaker. Context affects reference because 1t helps define the set of
. - avallable objects that are possible contenders for the referent of the speaker's
' descriptions. If the contexts of the speaker and listener differ. then misreference
_ '_ might result.
.r i.:' Bad Analogy
;; .‘::: An analogy (see [11] for & discussion on analogles) 1s a useful way to help i
‘::,:. "~ describe an object by attempting to be more precise by using shared past experience {
o’

and knowledge - especiallv shape and functional information. If that past experience

Ny

7 or knowledge doesn't contain the i1nformation the speaker assumes it does or isn't
ol . ;
~ " there. then trouble occurs. Thus. one more way referent confusion can occur 1s by )
b !
° describing an object using & poor analogv. An analogy used to describe an object :
N
:_; . might not be specific enougn - confusing the listener because several pieces mght
2
.l conform to the analogv or, 1n fact. none at all appear to fit because discovering a
- [V
st
:}: o mapping between the analogous object and some pilece 1n the environment is too
°
AU difficult In Excerpt 5. J at first has trouble correctly satisfving A's functional
!.w ‘.-.
e
ij analogy "stopper” 1n "the big blue stopper”. but finally selects what he considers to
v ::rf be the closest match to “stopper”.
'..- - {
_::J o 23Grosz [15, 16] would describe this as o difference in ‘“task pians”  while !
RN '-\ Reichman {24, 25] wouid say that the "communicative goals" differed. \
o \
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."".
N
(¢ Excerpt 8 (Telephone) -
. s
o A 1 Okav Now,
o 2 take the big blue o
3. stopper that's laying around —~
N [J grabs AIRCHAMBER]
-~
s 4. .. and take the black
5 ring--
( J. 6. The big blue stopper?
e [J is confused and tries to communicate it -,
o to A; he is holding the R
- AIRCHAMBER here] “
o A 7 Yeah. .‘:::
° E
ey 8. the big blue stopper
4N 8
1 9. and the black ring o
.,-"'. [J drops AIRCHAMBER and takes the O-
. RING and the TUBEBASE] e
{ '
_l\.} s
N -
- In other cases 1t might be too specific - confusing the listener because none of
e o
e "u‘.
N the available referents appear to fit 1t. In Line 8 of Excerpt 6. "nozzle—looking” forms
‘)
- a poor shape analogy because the object being referred to actuallv 1s an elbow- ;3
o~ gr)

: that what he was looking for was something specific like a nozzle (which is a small ::;}
f, spout) Sometimes. when an object 1s a clear representative of a specified analogy =
- e “
;-' class. the apprentice may become confused. wondering whv the expert bothered to :f::
form an analogv instead of just directly describing the object as & member of the =
. class. Hence. it would not be surprising if the apprentice ignored the best 28
-::::: representative of the class for some less obvious exemplar. Thus, for example. it is i
N ?f?
:,_ 158 o
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shaped spout The "nozzle-looking"” part of the description convinced the listener




-"‘.

4

u-‘l
e

r
v,

e

’

ré S

K]
“wi

el Sttt e v St S i AP )

Report No. 5694 Bolt Beranek and Newman Inc.
better to say ‘'nozzle” instead of "nozzle-looking.” In Excerpt 9. the description
“hippopotamus face shape” ( a shape analogy) 1n Lines 2 and 3. and “champagne top”

{a shape analogyv) in Line 9. are too specific and the listener 1s unable to easily find
something ciose enough to match either of them. He can't discover & mapping between

the object 1n the analogv and one 1n the real world.

Excerpt 9 (Audiotape)

-
M. . take the bright pini: flat :i
piece of hippopotamus face
shape pilece of plastic
and vou notice that the two
holes on 1t

O e Q10—

[M is trying to refer to BASEVALVE]
match
along with the two
peg holes on the
champagne top sort of
looking bottom that had
threads on it

— 0w~ o

—
_b'l

[M is trying to refer to TUBEBASE]

LT

Description Incompatibility

v

Incompatible descriptions can lead to confusion also. A description 1s ".

z

S

incompatible when (1) one or more of the specified conditions, 1.e., the feature values, ":J_

s

do not satisfv anv of the pieces: (2) when one or more specified constraints do not -::
hold (e.g . saving “the loose one” when all objects are tightly attached); or (3) if no ':‘;.
-
one object satisfies all of the features specified in the description. In Lines 7 and 8 :.-_‘.-:
A
of Excerpt 9 above M's use of ""the two peg holes” leads to bewilderment for the :-:.:-:.:
\‘:*:':'
listener because the described object has no holes in it. M actually meant "two pegs”. N
| J
e
o)
s's.:.,

159

SRS

“»



’
s _e s

) ..’ v %
l’ l‘
’ ‘l _'- _'- _'r

’

'
'v‘_":.‘c 5 W R

5

~

»

Bolt Beranek and Newman Inc. Report No. 5694

7.2.2.2 Detecting Miscommunication

Part of our research has been to examine how a listener discovers the need for
a repair of an utterance or a description during communication. The incompatibihity
of a referent or action 1s one signal of possible trouble. The appearance of an
obstacle that blocks one from achieving a goal 1s another i1ndication of a problem.
Incompatibility

Two kinds of mcompatibiity. action or referent. appear 1n the taxonomy of
confusions. The strongest hint that there 1s a reference problem occurs when the
Listener finds no real world object to correspond to the speaker's description. Thas
can occur when (1) one or more of the specified feature values 1n the description are
not satisfied by any of the pileces (e.g.. saving "“the orange cap” when none of the
objects are orange). (2) when one or more specified constraints do not hold (eg.
saving “the red plug that fits looselv’ when all the red plugs attach tightly). or (3) 1if
no one object satisfies all of the features specified in the description (i.e.. there 1is.
for each feature. an object that exhibits the specified feature value. but no one object
exhibits all of the values). An action probiem 1s likely 1f (1) the hstener cannot
perform the action specified by the speaker because of some obstacle. (2) the listener
performs the action but does not arrive at its intended effect (1.e. a specified or
default constraint i1sn't satisfied). or (3) the current action affects a previous action
in an adverse way, vet the speaker has given no sign of any importance to this side—

effect
Goal Obstacle

A goal obstacle occurs when a goal (or subgoal) one is trying to achieve 1s

blocked. This blockage can result in confusion for the listener because he did not

160

.
AR

9

.
»

0
4

0
i

lat.

v

.
'

£

- e

NN

Aa’
]

" ac _.‘.’-‘\,_ % -\-.‘.. . _.--,.. o L NI N CECR LY
A @ A I ATV AT ADr ek O S N ag DY TN oG



l.‘l -

YaXUVH

Hs
»

o n £
- CE' B e 4
LA o

¥ aud '’

Dl i)
l‘.l}l’l'.lf

[
o e

e

R ~_ (O T S I B . 3 e Mw Ty ~* - e

Report No. 5694 Bolt Beranek and Newman Inc.

expect the speaker to give him tasks that could not be achieved. Often, though, it

points out for the listener that some miscommunication has occurred.
Goal Redundancy

Goal redundancy occurs when the requested goal (or subgoal) is already
satisfied. In some sense. 1t 1s a special kind of goal obstacle where the goal to be
fulfilled 1s blocked because it 1s already satisfied. It is a simple goal obstacle because
nothing has to be done to get around it. However. it can lead to confusion on the
part of listeners because they may suspect thev misunderstood what the speaker has
requested since they wouldn't expect a reasonable speaker to request the performance
of an already completed action. It provides a hint that miscommunication has

occurred.
7.2.3 Summary

We have attempted to show 1n the preceding sections that miscommunication
occurs often 1n the real world between human conversants. It seems inevitable that
miscommunication will also occur if people and computers cooperate on tasks, and so
computers will have to be able to handle such problems. Miscommunication is often
resolved subconsciously (possibly 1n a manner analogous to a relaxation process).
Many times. however. it can only be detected when the hearer's expectations and
possible 1nterpretations of an utterance do not agree with his perception of the
objects and relations 1n the physical world. In essence. then, there are two kinds of
miscommunication — the easy ones that can be resolved instantly and the ones that
are activelv noticed and that require the hearer to step back and consider past

dialogue or to ask for clarification from the speaker.
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7.3 Repairing Reference Failures
7.3.1 Introduction

The previous section illustrated how task-oriented natural language interactions
in the real world can induce contextually poor utterances. Given all the possibilities
for confusion. when confusions do occur, they must be resolved 1f the task is to be

performed. This section explores the problem of fixing reference failures.

Reference identification 1s a search process where one looks for something that
satisfies the speaker's uttered expression. A computational scheme for performing
reference 1dentification has evolved (e.g., see [15]). ' The traditional approach succeeds
if a referent 1s found or fails if no referent is found (see Figure 15(a)). However. we
feel that reference identification 1s more versatile than presented in the traditional
approach. Internal negotiation seems to be another part of reference. For example,
linguistic descriptions can color a listener s perception of the world. The hstener
must ask himself whether he can perceive one of the objects in the world the way the
speaker described it, or whether his perception overrules finding anything similar to
the speaker's description. We are developing an algorithm that captures internal
negotiation for certain cases (see Fagure 15(b)). It can look for a referent and, if it
doesn't find one, it tries to find possible referent candidates that might work, and
then loosens the speaker's description where necessary. Thus, the reference process
becomes multi-step and resumable. This computational model i1s more faithful to the

data than the traditional model.

One means of making sense of an approximate description is to delete or replace
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- Current Current
: n Reference P Success Reference | Success
- Component Component
o % , v Failure
’ Failure Relaxation
- (a) Traditional ) Component Re-try
. F ailure
(b) New
- FIG 15 APPROACHES TO REFERENCE IDENTIFICATION

portions of 1t that don't match objects in the hearer's world In our program we are
r— using relaxation techniques to capture this behavior. Our reference 1dentification
module treats descriptions as approximate. It relaxes a description 1n order to find a
' referent when the literal content of the description fails to provide the needed
' information. Relaxation then becomes a form of communication repair (e.g.. see [5] for
a description on repair theory) that hearers can use The relaxation component of
‘o n the reference identification module 1s described bejow
! When things go wrong during & conversation, people have lots of knowledge that
they bring to bear to get around the problem (see [26]). Much of the time the repairs
are so natural that we aren’'t conscious of the knowledge used 1n meaking the repairs.

At other times. we must make an effort to correct what we have heard, or determine

e

"'

L that we need clarification from the speaker. Either repair process involves the use of
(- knowledge about conversation, social conventions and the world around us. We draw
.-_;.'

primarily on sources of linguistic knowledge., pragmatic knowledge, discourse

knowledge, domain knowledge, perceptual knowledge, hierarchical knowledge, and trial
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and error knowledge during the repair process. A detailed treatment of these

knowledge sources can be found in [13. 33. 14].

7.3.2 The Relaxation Component

When & description falls to denote a referent in the real world properly, 1t 1s
possible to repair it by & relaxation process that 1 nores or modifies parts of the
description Since a description can specify many features of an object, the order in
which parts of 1t are relaxed 1s crucial There are several kinds of relaxation
possible. One can 1gnore a constituent. replace 1t with something close, replace it
with & related value. or change focus (l1.e., consider & different group of objects ).
This section describes the overall relexation component that draws on knowledge
sources about descriptions and the real world as 1t tries to relax an errorful

description to one for which a referent can be i1dentified

7.3.2.1 Find a Referent Using a Reference Mechanism

Identifving the referent of a description requires finding an element 1n the world
that corresponds to the speaker's description (where every feature specified 1n the
description 1s present in the element in the world but not necessarily vice versa).
The 1nitial task of our reference mechanism 1s to determine whether or not a search
of the (taxonomic) knowledge base?® s necessary For example. the reference
component should not bother searching — uniess specifically requested to do so - for

a referent for indefinite noun phrases (which usually describe new or hypothetical

objects) or extremely vague descriptions (which do not clearly describe an object

sthe knowiedge base contains linguistic descriptions ond o description of the {istener’s
visual scene itself. In our impiementation and algorithms, we assume it is represented in
KL-One [4], o system for describing taxonomic knowliedge.
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because they are composed of imprecise feature values). A number of aspects of
discourse pragmatics can be used in that determination (e g. the use of a deictic 1n a
definite noun phrase. such as "this X" or "the last X”. hints that the object was erther
mentioned previously or that it probably was evoked by some previous reference. and

that 1t 1s searchable) but we will not examine them here.

Assuming that & search of the knowledge base 1s considered necessary, then a
reference search mechanism 1s 1nvoked. The search mechanmism uses the KL-One
Classifier [18] to search?’ the knowledge base taxonomyv. The Classifier's purpose 1s to
discover all appropriate subsumption relationships between a newlv formed description
and all other descriptions 1n a given taxonomy. With respect to reference. this means
that all possible (descriptions of) referents of the description will be subsumed by it
after 1t has been classified into the knowledge base taxonomv. If more than one
candidate referent 1s below (when & description A 1is subsumed by B. we say A is
“below” B) the classified description. then. unless a quantifier 1n the description
specified more than one element. the speaker's description i1s ambiguous. If exactly
one description i1s below 1t. then the intended referent 1s assumed to have been found.
Finally. 1f no referent 1s found below the classified description. the relaxation

component 1s 1nvoked.

7.3.2.2 Collect Votes For or Against Relaxing the Description
It 1s necessary to determine whether or not the lack of a referent for a

description has to do with the description itself (i.e.. reference failure) or outside

27This search is constrained by o focus mechanism [15, 24, 31].
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<
:‘:'.:' forces that are causing reference confusion. For example. the problem may be with _
._ the flow of the conversation and the speaker's and listener’'s perspectives on 1t; it may 7’
~\.:f be due to incorrect attachment of a modifier. 1t may be due to the action requested. 2
'E and so on. Pragmatic rules are invoked to decide whether or not the description :',5'
A\ should be relaxed. These rules will not be discussed here. 3
;‘. 7.3.2.3 Perform the Relaxation of the Description 3
f\ If relaxation 1s demanded. then the system must (1) find potential referent ,_'
candidates. (2) determine which features to relax and in what order. and use those ‘o
_ ordered features to order the potential candidates with respect to the preferred :-:
ordering of features. and (3) determine the proper relaxation techniques to use and -
by [
’..; applv them to the description K
Find Potential Referent Candidates :\
‘_. Before relaxation can take place. potential candidates for referents (which
el
_,‘. denote elements 1n the listener's visual scene) must first be found. These candidates .!.
.‘-, are discovered by performing a "walk” 1n the knowledge base taxonomy in the general "
vicimitv of the speaker's classified description. A KL-One partial matcher 1is used to g
determine how close the candidate descriptions found during the walk are to the ;__!
-") speaker s description and is used to assign scores to matches The partial matcher “
..j generates a score to represent how well the descriptions match (after first generating :f:.;
:.: scores at the feature level to help determine how the features are to be aligned and B
.-‘ how well they match) This score 1s based on information about KL-One and does not —'
a\_ take into account any information about the task domain. The ordering of features e
;:: and candidates for relaxation described below takes into account the task domain. .:.'.
.,v The set of best descriptions returned by the matcher (as determined by some cutoff
:.' score) are selected as referent candidates. '
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Order the Features and Candidates for Relaxation

At this point the reference system inspects the speaker’'s description and the

candidates. decides which features to relax and in what order.?® and generates a

master ordering of features for relaxation. Once the feature order 1s created. the
reference system uses that ordering to determine the order in which to try relaxing

the candidates

Various knowledge sources are consulted to determine the feature ordering for
relaxation (see [13 33. 14]). Each knowledge source produces its own partial ordering
of features. The partial orderings are then integrated to form a directed graph. For
example, perceptual knowledge may sav to relax color. However. if the color value was
asserted 1n a relative clause. linguistic knowledge would rank color lower. 1.e., placing

1t later 1n the hst of things to relax.

Since different knowledge sources generally have different partial orderings of
features. these differences lead to a conflict over which features to relax. It is.the
job of the best candidate algorithm to resolve the disagreements among knowledge

so that relaxation 1s

sources. It's goal 1s to order the referent candidates, C..

attempted on the best candidates first. Those candidates are the ones that conform
best to a proposed feature ordering. To start. the algorithm examines pairs of

candidates and the feature orderings from each knowledge source For each candidate

28Of course, once one particular condidate is selected, then deciding which feotures to
relax is relatively trivial — one simply compares feature by feature between the candidote
description (the target) and the speaker’'s description (the pattern) and notes any
discrepancies.
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;:.r".
-J‘.- .-.
3
-‘.-'.- ‘\'
3N
N C,. the algorithm scores the effect of relaxing the speaker s original description to C;.
using the feature ordering from one knowledge source The score reflects the goal of
minimizing the number of features relaxed while trving to relax the features that are -
. "earliest” i1n the feature ordering. It repeats 1its scoring of C; for each knowledge d
‘. source, and sums up its scores to form Ci s total score. The Ci s are then ordered by >
AN "
\f...' [
7] that score. -
LS
..'-...' ~J
S 7 _‘_;
- -J
(. { Figure 16 provides a graphic description of this process. A set of objects in the
real world are selected by the partial matcher as potential candidates for the
referent. These candidates are shown across the top of the figure. The lLines on the

right side of each box correspond to the set of features that describe that object. ;;-

The speaker's description is represented 1n the center of the figure. The set of ~

b

specified features and their assigned feature value (1.e.,, the pairs fi-vi) are also

v
-4

shown there. A set of partial orderings are generated that suggest which features in

jot

the speaker's description should be relaxed first - one ordering for each knowledge
source t(shown as "a”. “b"”, and "¢" 1n the figure). These are put together to form a ‘-
L

directed graph that represents the possible. reasonable ways to relax the features N
\..: specified 1n the speaker s description. Finallv. the referent candidates are reordered !
\:':E: using the information expressed 1n the speaker's description and 1n the directed graph i
'SSEiE of features. \
®
e -
-'.-} Once a set of ordered. potential candidates are selected. the relaxation :'f:
mechanism begins step 3 of relaxation, it tries to find proper relaxation methods to _\
-.k relax the features that have just been ordered (success 1n finding such methods -
J “justifies” relaxing the description). It stops at the first candidate which 1s ;‘\:
T.-.'if.;:: reasonable. ~
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\ Determine which Relaxation Methods to Apply

-\J

".‘ L . -
.\'_' o~ Relaxation can take place with manv aspects of a speaker’s description. with
8 . -

A

:\: complex relations specified in the description, with individual features of a referent

'P

‘
[

specified by the description. and with the focus of attention in the real world where

« "
.'l'

"

h)

one attempts to find a match. Complex relations specified in a speaker’s description

l.“l‘l
3
AN

"’
[\

: include spatial relations (e.g., “the outlet mear the fop of the tube”). comparatives

.
.

{e.g.. "the larger tube’) and superlatives (e.g.. "the longest tube”). These can be

4

.
.
f.A_"

relaxed. The simpler features of an object (such as size or color) that are specified

1
8,0 8
& o8
(O ]
e,

-

- 1in the speaker's description are also open to relaxation.

.
[

o
LR |
.

S X

Often the objects 1n focus i1n the real world implicitly cause other objects to be
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‘\ in focus [15. 34]. The subparts of an object in focus. for example, are reasonable __
‘_ candidates for the referent of & failing description and should be checked. At other =
E:.: times. the speaker might attribute features of a subpart of an object to the whole ..
-u:’:ss object (e g.. describing & plunger that is composed of a red handle. a metal rod. a R
9, blue cap. and a green cup as ‘"the green plunger”). In these cases, the relaxation ~

mechamism utilizes the part—whole relation 1n object descriptions to suggest a way to

relax the speaker's description.

Relaxation of a description has & few global strategies that can be followed for

each part of the description. (1) drop the errorful feature value from the description

altogether. (2) weaken or tighten the feature value but keep its new value close to the %
specified one, or (3) try some other feature value -
>
These strategies are realized through a set of procedures (or relaration methods) 2
o
N that are organized hierarchically Each procedure 1s an expert at relaxing its e
\.}\ -
:." particular type of feature For example. & Generate—Similar-Feature-Values :‘:‘
":-_ procedure 1s composed of procedures like Generate—Similar-Shape-Values and
'_.,‘ Generate—Similar-Size—Values. Each of those procedures are further divided into :.
Nt specialists that first attempt to relax the feature value to one "near” the current one
'-r:'.' '-:.
o (e.g.. one would prefer to first relax the color ‘red” to "pink” before relaxing it to .
.. “blue”) and then. if that fails, to try relaxing 1t to anv of the other possible values. -
::;:::: If those fail. the feature would simply be 1gnored.
‘::: !
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7.3.3 An Example on Handling a Misreference

This section provides a sketch of how a referent 1dentification system could try
to handle a misreference using the scheme outlined in the previous section. For the
purposes of this example. assume that the water pump objects currently in focus
mclude the CAP. the MAINTUBE. the AIRCHAMBER and the STAND (see Figure 13(a) for
a picture of these parts) Assume also that the speaker tries to describe two of the
objects. " .two devices that are clear plastic. One of them has two openings on the
outside with threads on the end. and its about five inches long. The other one is a
rounded pic- ¢ with & turquoise base on it. Both are tubular. The rounded piece fits
loosely over ° The reference system can find a unique referent for the first object
but not for the second The relaxation algorithm will be shown below to reduce the
set of referent candidates for the second description down to two. It. then, requires
the system listener to try out those candidates to determine 1f one. or both. fits
looselvy The protocols exhibit & similar result when the lhistener uses "fits loosely” to

get the correct referent

Figure 17 provides a simplified and linearized wview of the actual KL-One
representation of Lhe speaker's descriptions after they have been parsed and
semantically interpreted. A representation of each of the water pump objects that are
currently under consideration 1s presented in Figure 18. Each provides a physical
description of the object — 1n terms of its dimensions. the basic 3-D shapes composing
1it. and its physical features — and & basic functional description of the object. The
first entry in each representation in Figure 18 (that entry 1s shown 1n uppercase)

defines the basic kind of entity being described (e.g.: "TUBE"” means that the object
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n',:‘
being described 1s some kind of tube). The words in mixed case refer to the names of _
{
features and the words 1n uppercase refer to possible fillers of those features from =
things in the water pump world. The “Subpart” feature provides a place for an .
embedded description of an object that 1s & subpart of a parent object. Such S
subparts can' be referred to on their own or as part of the parent object. The =
o
h
“Orientation” feature. used 1n the representations i1n Figure 18. provides a rotation
and translation of the object from some standard orientation to the object's current N
orientation 1n 3-D space. The standard orientation provides a wav to define relative
positions such as “top.” "bottom,” or "side.” .:-:
Descri: Descr2: Li
(DEVICE (Transparency CLEAR) (FIT-INTO (Outer (DEVICE (Transparency CLEAR) 4
(Composition PLASTIC) (Composition PLASTIC)
(Subpart (OPENING)) (Shape ROUND) B
(Subpart (OPENING)) (Analogical-Shape TUBULAR) '\.
(Subpart {THREADS (Rel-Position END))) (Subpart (BASE (Color TURQUOISE))))) '-."
(Dimensions (Length 5.0)) (1nner ...) LV
(Analogicai-Shape TUBULAR)) (F1tCondition LOOSE))
[ 2a)
FIG 17 THE SPEAKER'S DESCRIPTIONS r-:-!
-
The first step 1n the reference process 1s the actual search for a referent in the -
knowledge base The KL-One Classifier compares the features specified 1n the :“!
speaker's descriptions (Deserl and the "Quter” feature of Desecr2 in Figure 17) with o
the features specified for each eiement in the KL-One taxonomy that corresponds to ,':-:
one of the current objects of interest in the real world Notice that some features
are directly comparable. For example. the “Transparency”’ feature of Descrl and the .'-.‘:
"Transparency” feature of MAINTUBE are both equal to “CLEAR" Other features .
Py require further processing before they can be compared. The OPENING value of [xs
N “Subpart” in Descrl is thought of primerily as a 2-~D cross—section (such as a "holé"), .y
¥ %
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while the CYLINDER subparts of MAINTUBE are viewed as (3-D) cylinders that have the
“Function” of being outlets, 1.e.., OUTLET-ATTACHMENT-POINTS. To compare OPENING
and CYLINDER. the inference must be made that both things can describe the same
thing (similar inferences are developed in [20]). One way this inference can occur 1s
bv recursivelv examining the subparts of MAINTUBE with the partial matcher until the
cvhinders are examined at the 2-D level. At that level, an end of the cylinder will be
defined as an OPENING. With that examination. the MAINTUBE can be seen as

described by Descrl.

Descr? presents different problems. Desecr2 refers to an object that is supposed
to have a subpart that 1s TURQUOISE. The Classifier determines that Descr2 could not
describe either the C4P or STAND because both are BLUE. It also could not describe
the MAINTUBE?® or AIR CHAMBER since each has subparts that are either VIOLET or
BLUE. The Classifier places Descr2 as best 1t can i1n the taxonomy. showing no
connections between 1t and anv of the objects currently in focus. At this point. a
probable misreference 1s noted. The reference mechanism now tries to find potential
referent candidates. using the exploration routine described in Section 7.3.2.3. by
examining the elements closest to Descr2 in the taxonomy and using the partial
matcher to score how close each element is to Descr2 The matcher determines
MAINTUBE. STAND. and 4/R CHAMBER as reasonable candidates by aligning and

comparing their features to Descr2.

29gince Descrl refers to MAINTUBE, MAINTUBE could be dropped as a potential referent
candidate for Descr2. We will, however, leave it as a potential candidate to make this
example more compiex.
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(CAP (Color BLUE

CAP

)

(Composition PLASTIC)

(Transparency OPAQUE)

(Dimensions (Length .25) (Diameoter .5))
(Orientation (Rotation (0 0 0.0 90.0))
(Translation (0 0 0.0 0.0))))

Threads

Outlett?

Outlet2

(TUBE (Color VIOLET)
{Composition PLASTIC)
(Transparency CLEAR)
(Dimensi1ons (Length 4.125))
(Subpart (CYLINDER (Dimensions (Length 25) (Diameter 1.125))
(Orientation (Rotation (0.0 0.0 0.0))

Lip
{Subpart (CYLINDER
MAIN TubeBody
TUBE

(Subpart (CYLINDER

(Subpart (CYLINDER

(Subpart (CYLINDER

(Function OUTLET-ATTACHMENT-POINT)))
(Dimensions (Length 3.5) (Diameter 1.0))
{Ori1entation (Rotation (0.0 0 0 0.0))

(Dimensions {(Length .25) (Diameter 1.125))
(Orientation (Rotation (C.0 0.0 0 0))

(Function THREADED-ATTACHMENT-POINT)))
(Dimensions (Length .375) (Diameter .5))
{(Ori1entation (Rotation (0.0 0.0 90.0))

(Function OUTLET-ATTACHMENT-POINT)))
(Dimensions (Length .375) (Diameter .5))
(Orientation (Rotation (0.0 0.0 80.0))

(Function QUTLET~ATTACHMENT-PQINT)))})

(Transiation (0.0 0.0 3.75)))

(Transiation (0 0 0.0 .25)))))

(Translation (0.0 0.0 0.0)))

(Translation (0 0 .5 3.00)))

(Trenslation (0.0 5 625))

Top

(CONTAINER (Dimensions (LENGTH 2.75))
(Composition PLASTIC)
(Subpart (HEMISPHERE (Color VIOLET)

Chamber

(Subpart (CYLINDER (Color VIOLET)

Chamber
Body

(Subpart (CYLINDER (Color BLUE})
(Transparency OPAQUE)
(Dimensions (Length 375) (Diameter 1.25))
(Orientation (Rotation (0.0 0.0 0.0))

AlIR
CHAMBER Chamber
Bottom
(Subpart
Chamber
Outlet

(Function CAP OUTLET-ATTACHMENT-POINT)
(Subpart (CYLINDER (Color BLUE)

(CYLINDER (Color VIOLET)

(Transparency CLEAR)

(Dinensions (Diameter 1.0))

(Orientation (Rotation (0.0 0.0 0.0))
(Translation (0.0 0.0 2.25)))))

(Transparency CLEAR)

(Dimensions (Length 1.0) (Diameter 2.25))

{Orientation (Rotation (0 0 0.0 0.0))
(Translation (0.0 0.0 .375)))))

(Translation (0.0 0.0 0.0)))

(Dimensions (Length 375)
(Diameter .5))
(Orientetion
(Rotation (0.0 0.0 0.0))
(Translation (0.0 0.0 0.0)))
(Function
OUTLET-ATTACHMENT-POINT)))))

(Transparency CLEAR)

(Dimensions (Length 35) (Diameter 375))

(Orientation (Rotation (0.0 0.0 90.0))
(Translation (.625 .625 .62%)))

(Function OUTLET-ATTACHMENT-POINT))}))

FIG. 18
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\' -
A~ . (TUBE (Dimensions (Length 2.75))
7 (Composition PLASTIC)
BN (Subpart (CYLINDER (Color BLUE)
- (Transparency CLEAR)
" - Top (Dimensions (Length 2.25) (Diameter .375))
t “ (Orientation (Rotation (0 0 0.0 0.0))
’ STAND (Translation (.5 0.0 .375)))

2
-
[}

(Function OUTLET-ATTACHMENT-POINT)))
(Subpart (CYLINDER (Color BLUE)
(Transparency CLEAR)
Base (Dimensions (Length .375) (Diameter 1.0))
‘o (Ori1entation (Rotation (0.0 0.0 0.0)) )
(Translation (0.0 0.0 0.0))) =
{Function OUTLET-ATTACHMENT-POINT))))

-

'.".:".:'ﬁ J‘. .

> 1.
b FIGURE 18. CONCLUDED

AR

:*. RN

ORI
‘ Scoring Descr2 to M4/NTUBE.

\} 2 o a TUBE 1s a kind of DEVICE.

)N

N o the Transparency of each 1s CLEAR.

. -

-‘L -

[ ) r o the Composition of each 1s PLASTIC,

;',: ;'_:- o & TUBE implies Analogical-Shape TUBULAR. which imphes Shape CYLINDRICAL.

Dol which 1s a kind of Shape ROUND,

O o the recursive partial matching of subparts. A BASE 1s viewed as & kind of 4
" BOTTOM. Therefore. BASE 1n Descr2 could match to the subpart 1n MAINTUBE
‘ / that has & Translation of (0.0 00 00) - 1e.. Threads of MAINTUBE. s
“: However, thev mismatch since color TURQUOISE in Descr2 differs from color !
IR VIOLET of MAINTUBE

\:}. .'.-

] Scoring Deser2 to STAND.

-s:: +
(s o & TUBE 1s a kind of DEVICE,

N

:-: D o the Transparency of each 1s CLEAR.

;! N o the Composition of each 1s PLASTIC.

N

" ) o a TUBE implies Analogical-Shape TUBULAR. which implies Shape CYLINDRICAL,
e which 1s a kind of Shape ROUND.

"4 .__ o the recursive partial matching of subparts: BASE in Descr2 could match to
-@ the subpart 1n STAND that has a Translation of (0.0 0.0 0.0) — i.e., Base of
-. . STAND. However, they mismatch since color TURQUOISE in Descr2 differs
Py from color BLUE of STAND.
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Scoring Descr2 to 4/R CHAMBER.

o a CONTAINER is a kind of DEVICE. 4
o the Transparency of Descr2 CLEAR. matches the Transparency of &‘.
ChamberTop. ChamberOutlet and ChamberBody of AIR CHAMBER but o
mismatches the Transparency of ChamberBottom of AIR CHAMBER. Therefore.
the partial match 1s uncertain. -
. va
s o the Composition of each 1s PLASTIV.
’
Y o the subparts of 4/R CHAMBER have Shape HEMISPHERICAL and CYLINDRICAL ’_4;
M which are each a kind of Shape ROUND. s
0 the recursive partial matching of subparts. BASE in Descr2 could match to .
the subpart 1n 4/R CHAMBER that has a translation of (00 0.0 0.0) - je. V7
ChamberBottom of AIR CHAMBER. However. they mismatch since color R
TURQUOISE 1n Descr2 differs from color BLUE of 4/R CHAMBER.
i
The above analysis using a partial matcher provides no clear winner since the ‘
*a
differences are so close causing the scores generated for the candidates to be almost :j

exactly the same Knowledge about the actual domein (1.e., the water pump) and about

el

language (1.e.. the speaker's description itself) can be used to order the features

specified 1n Descr2 for relaxation Linguistic analvsis of Deser2. ‘... are clear plastic

&

a rounded piece with a turquoise base .. Both are tubular .. fits loosely over ...."

tells us that the features were specified using the following modifiers

DR/

~
o Ad)ective (Shape ROUND) -
‘l
N
o Prepositional Phrase. (Subpart (BASE (Color TURQUOISE}}) o
o Predicate Complement. (Transparency CLEAR). (Composition PLASTIC), s
(Analogical-Shape TUBULAR), (Fit LOOSE) '
Observations from the protocols (as described by the rules developed in [14]) has
Ly
g}
shown that people tend to relax first features specified as ad)ectives. then as -
prepositional phrases and finally as relative clauses or predicate complements. This .
oy
S
suggests relaxation of Descr2 in the order. N
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§Shapet < {Coior,Subpart} < {Transparency.Composition,Analogical—-Shape,Fit}.

The set of features on the left side of a "< symbol 1s relaxed before the set on the
right side The order that the features inside the braces. “}...t", are relaxed 1s left
unspecified (1. e.. any order of relaxation i1s alright). Perceptual information about the
domain also provides suggestions. Whenever a feature has feature values that are
close. then one should be prepared to relax any of them to any of the others. In this
example. since the colors are all verv close - BLUE. TURQUOISE, and VIOLET - then
Color mayv be & reasonable thing to relax Hierarchical information about how closely
related one feature value 1s to another can also be used to determine what to relax.
The Shape values are a good example. A CYLINDRICAL shape 1is also a CONICAL shape,
which is also a 3-D ROUND shape. Hence, 1t 1s verv reasonable to match ROUNDED to
CYLINDRICAL. All of these suggestions using perceptual nformation can be put

together to form the order.

§Shape.Color} < §Subpart} < §Transparency.Composition,Analogical-Shape,Fit}.

The referent candidates MAINTUBE, STAND. and 4/R CHAMBER can be examined
and possibly ordered for relaxation using the above feature ordering. For this
example, however. none of the possible feature orders 1s better for relaxing the

candidates. Hence. no one candidate stands out as the most likely referent.

While no ordering of the candidates was possible, the order generated to relax
the features 1n the speaker s description can be used tc guide the relaxation of each
cand:date The procedures mentioned at the end of the last section come into use
here. Generate-Similar-Shape-Values can determine that HEMISPHERICAL and

CYLINDRICAL shapes of the 4A/IR CHAMBER are close to the 3-D ROUND shape. This
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holds equally true for the shapes of the MAINTUBE and the STAND. Generate—Similar-
Color—Values next tries relaxing the Color TURQUOISE. It determines the colors BLUE
and GREEN as the best alternates. Here only two clear winners exist - the 4/R
CHAMBER and the STAND. Subpart. Transparency. Analogical-Shape. and Composition
provide no further help (though. the fact that the 4/R CHAMBER has both CLEAR and
OPAQUE subparts might put 1t shghtly lower than the STAND whose subparts are all
CLEAR This difference. however. 1s not significant.). This leaves trial and error
attempts to try to complete the FIT action The one (if any) that fits - and fits
looseiv — 1s selected as the referent. The protocols showed that people often do just
that - reducing their set of choices down as best they can and then taking each of

the remaining choices and trying out the requested action on them.

7.4 Conclusion

Natural language interactions 1n the real world nvite contextually poor
utterances. This paper sketches the 1deas behind an on-going effort to develop a
reference 1dentification and plan recognition mechanism that can exhibit more "human”
tolerance of such utterances. Our goal 1s to build a more robust svstem that can

handle errorful utterances. and that 1s adaptable to existing svstems

The work attempts to provide a computational scheme for handling noun phrases
{following the work on noun phrases by [15, 34, 24. 31]) that 1s robust enough to
provide human-hke performance. When people are asked to i1dentifv objects, they go
about 1t 1n a certain way. find candidates. adjust as necessary. re-try, and, if
necessary. give up and ask for help. We claim that relaxation 1s an integral part of

this process and that the particular parameters of relaxation differ from task to task
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S
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v
S -
n".'-' -
'::" i and person to person. Our work models the relaxation process and provides a
t
o E computational model for experimenting with the different parameters.
o
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{ . Israel, D. Some Remarks on the Place of Logic in Knowledge Representation. Special '
:f ,\_ 1ssue of [EEE Computer on Knowledge Representation 1n Artificial Intelligence. )
N 0C October 1983. Vol. 16. No. 10, ps. 37~-42 Also published as Techmcal Report No.
k- 5388. Bolt Beranek and Newman Inc.. Cambridge. MA, July 1983.
. :
A
[] r Sidner. C.L. Focusing and Discourse. In Discourse Processes 6. 1983, pp. 107-130. {
- Sidner. C L. What the Speaker Means. The Recogmtion of Speaker's Plans in Discourse .
N In International Journal of Computers and Mathematics. Vol. 9. No. 1. 1983. -
) )
L ! Sondheimer. N.. Weischedel. R and Bobrow. R. Semantic Interpretation using KL-1, to y
- appear 1n Proceedings of COLING, 1984 :
I - .
~ e : D
NECA Presentations K
. Bates. M. Natural Language Interfaces to Database Systems Computer Science
RN Department. Duke University, October 27, 1983 .
X k
~ f: Bates. M. Position paper. There Still 1s Gold in the Database Mine. for Panel on =
:{ LN Natural Language and Databases, COLING8B4. Stanford University, July 1984. .
4 )
- ::—: Bates, M. Invited to attend Second International Workshop on Language Generation, -
. Stanford. CA. July 8-10, 1984. .
.t ‘: Bobrow. R. Natural Language Interfaces. What's Here, What's Coming, and Who Needs :
q Them. Invited talk at ACM Northeast Regional Meeting, March 1984. )
be
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Bolt Beranek and Newman Inc Report No 5694 o
P:‘ :
PR
Bobrow. R Transportable Natural Language Database Interface. Invited talk at

University of Delaware. May 1984.

Ingria. R Fimiteness and "Copy Raising” 1in Enghsh and Modern Greek. Harvard

University. December 15, 1983 .
-t
israel. D. Some Remarks on the Place of Logic 1n Knowledge Representation. The ud
Computer Science Colloquium at the University of Toronto. March 1983. ‘o
Israel. D Commentator on “Using Semantics 1n Non-Context-Free Parsing of ,
Montague Grammar.” by David S Warren and Jovce Friedman. Cognitive Science ~
Center Seminar. MIT, October. 1983.
r:‘
g c'\
Israel. D Situation Semantics. Model Structures and Set Theorv Computer Science *
Colloquium. Boston University. November. 1983
s
sa
Israel. D Kripke—-Platek Set Theorv Some Set Theorv. Some Recursion Theoryv.
Seminar on the Foundations of Situation Semantics. The Center for the Study of
Language and Information. Stanford Universitv. April 1984 o
Y
Israel. D. Laughably Weak Logics. A Shakv Leg Up On The Problem of Belief (?) -
Seminar. Department of Computer and Information Sciences. University of —
Pennsyvlvania. May 1984 =
s
Schmolze. J. From KL-ONE to KL-TWO. a New Hybrid Knowiedge Representation -
System. Artificial Intelligence Center. Naval Research Laboratories. March 26.
1984 ea
_ =
Forthcoming Papers
Goodman. B. Communication and Miscommunication. Ph.D. Thesis. Department of
Computer Science. Umversity of Illinots, Urbana (degree expected October 1984}
BBN Report 5681. forthcoming. N
7
Brachman. R. and Schmolze. J An Overview of the KL-One Knowledge Representation -
Svstem. In Cognitive Science to appear in 1985 ..
Ingria, R.  Complement Types in English. BBN Report No 5684. forthcoming.
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: . Official Distribution List :
R ) Contract N00014-77-C-0378 '
-\ e ’
\. A .
oo Copies :
i Defense Documentation Center 12 ;
e v Cameron Station 3
AN Alexandria, VA 22314
%]
'5 & Office of Naval Research 2 -
- Information Systems Program >
( Code 437 .
NG Arlington, VA 22217 s
f ' Office of Naval Research 1 d
. Code 200 :
AN Arlington, VA 22217 .
«r .
- Office of Naval Research 1 R
I~ - Code 455 ’
R Arlington, VA 22217 .
N Office of Naval Research 1 K
({ i Code 458 '
< Arlington, VA 22217 R
N . b
SN Office of Naval Research 1 >
S Branch Office, Boston .
s 495 Summer Street
' o Boston, MA 02210 _
;o Office of Naval Research 1 ’
-\ Branch Office, Chicago -
VN 536 South Clark Street K
P Chicago, IL 60605 )
g »
~ Z: Office of Naval Research 1 N
. Branch Office, Pasadena )
2o 1030 East Green Street
v - Pasadena, CA 91106 N
¢« )
R Naval Research Laboratory 6
oo Technical Information Division ;
o Code 2627 :
- Washington, D.C. 20380 ;
~ o [J
o )
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Naval Ocean Systems Center

Advanced Software Technology Division
Code 5200

San Diego, CA 92152

Dr. A. L. Slafkosky

Scientific Advisor

Commandant of the Marine Corps
(Code RD-1)

Washington, D.C. 20380

Mr. E. H. Gleissner

Naval Ship Research & Development Ctr.
Computation & Mathematics Dept.
Bethesda, MD 20084

Capt. Grace M. Hopper, USNR
Naval Data Automation Command
Code 00H

Washington Navy Yard
Washington, D.C. 20374

Mr. Paul M. Robinson, Jr.
NAVDAC 33

Washington Navy Yarad
Washington, D.C. 20374

Advanced Research Projects Agency
Information Processing Technigques
1400 Wilson Boulevard

Arlington, VA 22209

Capt. Richard L. Martin, USN
507 Breezy Point Crescent
Norfolk, VA 23511

Director, National Security Agency
Attn: R54, Mr. Page
Fort G.G. Meade, MD 20755

Director, National Security Agency
Attn: R54, Mr. Glick
Fort G.G. Meade, MD 20755

Major James R. Kreer
Chief, Information Sciences
Dept. of the Air Force
Air Force Office of Scientific Research
European Office of Aerospace
Research & Development
Box 14
FPO New York 09510
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Mr. Fred M. Griffee
Technical Advisor C3 Division
Marine Corps Development

& Education Command
Quantico, VA 22134
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